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en electronen.

Zie bijv. H i r s c h f e l d e r ,  C u r t i s s  en B i r d ,
„Molecular Theory of Gases and Liquids”, Wiley and
Sons, New York (1954), hoofdst. 13 (c).
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en koolmonoxyde kunnen worden verklaard met behulp van een „gemengde”
anisotrope wisselwerking. De twee belangrijkste componenten zijn oriëntatie-
krachten tussen de permanente quadrupolen en effecten veroorzaakt door
anisotropie in de London-krachten.

VII

K i h a r a stelt zich op het standpunt dat niet-additieve bijdragen tot de
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VIII

M e 1 d a h 1 heeft de waarde van het getal van Nusselt berekend voor een
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gassen consequent in rekening worden gebracht voor niet te grote dicht­
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SUMMARY

This thesis deals with a few special problems involving interactions
between simple, nonpolar atoms or molecules.

In Chapter I the theory of molecular polarization in gases is developed on a
quantum mechanical basis for spherical, nonpolar atoms. This permits the
calculation of the effect of molecular interactions on the polarizability of the
atoms, which is usually considered constant in the statistical theory of the
dielectric constant. The interaction Hamiltonian is restricted to the induced
dipole term and the polarizability is obtained from perturbation theory as a
series in powers of the dimensionless quantity a0 T, where a0 is the polariza­
bility of a free atom and T stands for the tensor characteristic for dipole
interactions (i.e. l iK =  is the distance between the centers
of atoms i and k). As a special case it is shown that in a system of isotropic
harmonic oscillators, interacting through induced dipole forces, the polariza­
bility remains constant in any order of approximation. For hydrogen and
helium atoms, however, the polarizability increases in the order T2 due to
interactions between pairs of atoms. This effect gives rise to a deviation from
the Clausius-Mosotti expression.

In Chapter II the results obtained in Chapter I are applied to the evaluation
of the Clausius-Mosotti function for compressed gases in the density region
up to 200 Amagat units. The Yvon-Kirkwood statistical theory is modified
to include the effect of interactions on the polarizability. The result is a series
expansion of the Clausius-Mosotti function in powers of the density, the
coefficients of which can be expressed in terms of the intermolecular forces.
It is shown that for helium atoms the effect of interactions on the polari­
zability gives a contribution to the Clausius-Mosotti function which is of
the same order of magnitude and of the same sign as the effect due to trans­
lational fluctuations in the induced dipole moments. The results may also
be expected to give good agreement with experimental data for argon.

The intermolecular field of an assembly of neutral atoms or molecules is
usually assumed to be additive with respect to isolated pairs. In Chapter III
the validity of this assumption is analyzed. First a brief review is given of
calculations by P. R o s e n  (first-order interactions) and by A x i 1 r o d
and T e l l e r  (third-order interactions) referring to nonadditive contri-
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butions to the intermolecular field. For the evaluation of second-order inter­
actions between molecules at high densities the zero-order wave function
must be made antisymmetric with respect to nearest neighbors. It is shown
that this correction results in a decrease of the second-order interactions
between the molecules, compared with isolated pairs, and that this correction
may be interpreted as a "screening effect” . The method is based on the model
of the “caged” atom or molecule.

In Chapter IV the relation between the intermolecular potential field and the
stability of crystal structures of rare gases is investigated for a face centered
cubic lattice and a crystal of hexagonal closest packing. Two forms of the
potential field are used: a Lennard Jones (s, 6) potential (s between 7 and
16) and a “modified” Buckingham potential (a, 6). The effect of zero-point
energy is taken into account on the basis of Comer’s method. It is found that
for an additive Lennard Jones potential the hexagonal lattice is somewhat
more stable than the cubic structure. For an additive Buckingham potential,
with a varying between 10 and 16, the hexagonal lattice is again more stable.
For both forms of the interaction considered, the differences in energy
between the two structures are of the order of one tenthousandth of the
cohesive energy. These results agree with the calculations by K i h a r a
and K o b a, who neglected the influence of zero-point energy. It is con­
cluded that neither a Lennard Jones nor a “modified” Buckingham potential
can account for the observed crystal structures of the heavy rare gases. The
possible importance of many-body forces is discussed.

In Chapter V various physical properties of systems consisting of diatomic
molecules are analyzed in three parts. In the first part the thermodynamic
properties of compressed nitrogen and carbon monoxide are compared up to
a density of 600 Amagat and at temperatures between 0°C and 150°C. The
differences between the two gases are discussed on the basis of a detailed
study of the intermolecular field. In part II an analysis of the interaction
field of solid nitrogen and carbon monoxide is based on experimental values
for the sublimation energies of the crystals, extrapolated to 0°K, and on
other crystal properties. As in part I, the intermolecular field is assumed to
consist of a Lennard Jones (6,12) part, a term due to orientation and induction
effects between the permanent dipoles (CO) and permanent quadrupoles
(CO and N2), plus a term for the effect of anisotropy in the London forces.
The orientation and induction effects are evaluated for four shells of molecules
around a central molecule. The values for the quadrupole moments calculated
in this way are found to agree well with those determined recently from
microwave spectra. With these values of the quadrupole moments the analysis
of molecular interactions in compressed nitrogen and carbon monoxide is
concluded in part III. It is found that neither the quadrupole orientation,
nor quadrupole induction or dipole-quadrupole orientation energies contri­
bute significantly to the thermodynamic properties of these gases at high
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temperatures (between 0°C and 150°C). The calculations are followed by a
summary of the main results of the analysis.

In Chapter VI the transitions observed in crystals of nitrogen and carbon
monoxide are discussed; a theoretical outline is given of an analysis to
explain this phenomenon.

The research on which this thesis is based was carried out at the Molecular
Physics Laboratory of the University of Maryland, College Park, U.S.A.
This laboratory is supported financially by the U.S. Office of Naval Research
under Contract Nonr-595(02).

L. J ansen .

Present address :
Institute of Molecular Physics
University of Maryland
College Park, Md,
U.S.A.
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Ch a p t e r  I

ON THE THEORY OF MOLECULAR POLARIZATION IN
GASES

I. E F F E C T  O F M OLECULAR IN TER A C TIO N S ON T H E  PO LA R IZ A B ILIT Y
OF SPH E R IC A L  N O N PO LA R M OLECULES

§ 1. Introduction. The validity of the Clausius-Mosotti equation for the
relation between the polarizability a of a molecule and the dielectric
constant e, viz.

has been the subject of many experimental and theoretical investigations.
The volume per mole is V and N  is Avogrado’s number. It is well known that
polar substances show large deviations from (1). Slight deviations have also
been found for nonpolar gases under high pressures and for nonpolar liquids.
U h 1 i g, K i r k w o o d  and K e y e s 1) observed an increase of (e—1)7/
(e +  2) for compressed C02 up to 200 atm.The experiments for the same gas
by M i c h e l s  and M i c h e l s 2) showed that at higher densities (corre­
sponding to pressures of about 1000 atm.) the Clausius-Mosotti function
decreases with increasing pressure. These experiments were later repeated
with increased accuracy by M i c h e l s  and K l e e r e k o p e r 3); the
result is that {e — 1) F/(e +  2) first increases with density, goes through a
maximum at about 200 atm. and then decreases. For monoatomic molecules
only a few data are available. M i c h e l s ,  t e n  S e l d a m  and O v e r -
d ij k 4) measured the change in the Clausius-Mosotti function with density
for argon up to a density of about 500 Amagat, and M i c h e l s  and Bo t -
z e n 5) performed analogous experiments for the Lorentz-Lorenz expression
in2 _  i) y/(n2 +  2). The same general results are obtained: the Clausius-
Mosotti and Lorentz-Lorenz functions first increase slightly with increasing
pressure, and then decrease.

Several theoretical explanations have been offered for these deviations.
The usual derivation of (1) is based on Lorentz’ formula for the mean electric
field intensity acting on a molecule 6). It is well known that Lorentz’ method
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contains approximations which fail in the case of polar liquids (see e.g. v a n
V 1 e c k 7)). A number of attempts has been made to improve the Clausius-
Mosottiequation. Y von 8), van  V l e c k 7), K i r k w o o d 9) andlater B o e t t ­
c h e r 10) derived formulae which give better agreement with experiments.
Whereas the calculations by the first three authors are based on molecular,
theory and lead to a series expression for (e—1) V/(e-\-2), Boettcher obtains
a closed expression based on the Onsager model, in which one molecule is
tieated explicity and the other molecules are replaced by a continuum. A
critical analysis of the different theories and a reformulation of the Yvon-
Kirkwood statistical method was presented by F u l l e r  B r o w n 11).

The statistical approximation inherent in the Lorentz derivation of (1) can
best be understood on the basis of the Yvon-Kirkwood theory. The Lorentz
formula assumes that the mean moment of a molecule known to be at a
specified position with respect to another molecule is the same as the mean
moment of a molecule without such specification. While this is certainly an
excellent approximation in crystals, it cannot be accepted for fluids and
compressed gases because of appreciable fluctuations in the local densities
of the system. For an extensive discussion of this point we must refer to the
papers by K i r k w o o d, Y v o n, and to the analysis by F u l l e r
B r o w n .  The effect of statistical fluctuations is that the Clausius-Mosotti
function first increases with increasing density, goes through a maximum
and then decreases, in qualitative agreement with the experiments. The
series expansion can be formally written as

• * V = %nNa(\ +5) .  (2)

following a slight modification of the Yvon-Kirkwood theory by d e Bo e r ,
v a n  d e r  M a e s e n  and t e n  S e l d a m 12). The quantity S is a series
in powers of the density with coefficients which can be expressed in terms of
the polarizability of the molecules and of the intermolecular forces. If there
were no density fluctuations, then S would be zero and (2) becomes identical
with the Clausius-Mosotti expression (1). A quantitative comparison with
experiments for monoatomic gases, in this case for argon, was made by d e
Bo e r ,  v a n  d e r  M a e s e n  and t e n  S e l d a m 12). The intermolecular
field (which figures in the statistical theory in the molecular distribution
functions) was taken to be of the Lennard Jones form; calculations were also
carried out for the Herzfeld “square well” potential function. Qualitatively
there is good agreement but at low densities the experimental curve seems to
increase more rapidly than the fluctuation theory predicts, whereas at high
densities the experimental decrease in (e — 1) V/(e +  2) is somewhat more
rapid with increasing density than the theoretical curve indicates.

In all the theóries mentioned above, the polarizability was considered
independent of the density. A more complete theory should therefore include
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the effect of molecular interactions on the polarizability of the molecules. It
can be shown1S) M) that first-order interactions (i.e. repulsive forces)
between neutral molecules result in a decrease of the polarizability, but this
effect fails to explain the deviations at low densities.

It is the purpose of this paper to present a low-density calculation of the
change in the polarizability of spherical, nonpolar molecules with density, on
the basis of a perturbation expansion. It will be shown that one thus can
account in principle for the initial increase of the polarizability with decreasing
intermolecular distances. The calculations will be restricted to intermolecular
distances which are so large that only the dipole term in the multipole
expansion of the Coulomb interactions need to be considered, and that
exchange forces may be neglected.

§ 2. Formalism and notation. The polarizability of a molecule i in a
system of N  interacting identical molecules is given by *) **)

<P*> =  ai ' (E0 ' <P*>)■ (̂ )

In general is a tensor quantity. Further, <p<> stands for the quantum
mechanical average of the dipole moment pf of molecule i, induced by the
external static electric field E0 and by the field — Ta . <pA> of the induced
dipole moments p* of the other molecules k. The tensor Jik, characteristic
for dipole-dipole interactions is given in dyadic notation by

T« =  V{ Vk (1/fJ =  r~k3 (U -  (3rtt r j t f t ) .  (4)

U is the unit tensor. For our calculations it is convenient to use tensors &;
i — 1,2, . . . ,  N, which are defined by

<P<> =  IV Eo (5)
so that for noninteracting molecules we have =  Oq U (where a0 is the
polarizability of a free molecule. The polarizability a, can then be expressed
in terms of the (3< and with the help of (3) and (5)

Pi = ai ' (U — "1"** • P*) >
where U is again the unit tensor, or:

a< =  P, • (U — T«-P*)"'1. (6)
This expression can be expanded in powers of T. p

ai = Pi + Pi ' Eft#i ’ Pi + Pi ’ E*#i "̂i* ’ P*t ' ̂ ii ‘ Pi + • ■ • (̂ )
*) See Appendix I on tensor notation.

**) The quantity  ot̂  has been introduced by analogy with the case of particles with constant
polarizability . T hat such a quantity  can be defined according to (3) is justified by the perturbation
theory of §§ 3 and 4.
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We wili calculate <p<> or (3, in successive orders of approximation with
perturbation theory; the zeroth order refers to the free molecules in the
absence of a field. Eq. (7) then establishes the relation between (3;, (3*, . . . ,
Trt and a, . The evaluation of <p; > is restricted to neutral, nonpolar molecules
which are optically isotropic, and have nondegenerate ground states. The
system of N  such molecules is placed in a static external electric field E0 and
the molecules interact through induced dipole forces (i.e. the leading term in
the multipole expansion of the Coulomb interactions; at higher densities the
interactions cannot be restricted to dipoles only but must include poles of
higher order). The total Hamiltonian of the system is

H =  H0 + H% (8)
with

— — Pj • E0 +  \  Pj • Ttt • p*.
The Hamiltonian of a system of free molecules in the absence of the externa]
field is H0] TiA, is the tensor defined in (4). The dipole moment operator p( of
molecule i is given by p; =  Sn enr„, where n numbers the charges in the
molecule and r M is the radius vector of the w-th charge with respect to an
arbitrary origin.

It is assumed that the system of N  interacting molecules in the external
field E0 is in its ground state, specified by W0, an eigenfunction of the total
Hamiltonian H. The energy eigenfunctions of the unperturbed system are
<px\ (x =  0, 1, . . . )  where x labels the various eigenstates. The quantum
mechanical average of the dipole moment p, is given by

< p , > = / ^ p , n *  (9)
as a 31V-dimensional integral over configuration space. The perturbed wave
function W is expanded in successive orders of approximation as

xp _  yrio) _|_ 3/(1) _|_ 3/(2) _|_.......  (10)

The zero-, first-, etc. orders will be written in "bra-ket” notation as |0>, |1>,
etc. The corresponding expansion for <p̂ > is then:

<P,-> =  <P<>(0) +  <P,->(1) +  <P<>(2) +  <Pi><3), (11)
with

<p.>(°) =  <0|p,.|0> =  0,
<P<>°) =  <0(pj| 1> +  :<l|p,| 0> =  2 <0|pf| 1>, (12)
<Pi>(2) =  2KOlpJ 2> +  <1 iPil 1>, (13)
<Pi>(3) =  2<0|p;| 3> +  2<l|pi| 2>, etc., (14)

since p,- is a Hermitean operator. Using the perturbation expressions for the
different order wave functions 15) and noting that (H’)^  =  0, the following
expressions are obtained

^ 0) =  <Po.
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( 15)
u/(l) _  yr 0 — •"x#0

<PxH '* o

^ ( 2) V V^A*0 «Px ^ x A  # AO 1 y
2

17/(3) — y  y  yÔ Â Ô V̂ O

(£0 -  £ J  (E0 -  Ex)

<P«Ki Hj Hl 0 ___
(E0 -  Ex) (E0 -  Ex) (E0 -  E„

<Po Hqx Hx0
(e 7-

_ y  y  <PHH 'm H'oxH'xo
X*° **°(E0 - E f ( E 0 - E x)

^x#0 "A#0
(P*Elx0 H0XHX0

(E0 -  Ex) (JEfl - “Ëjj — 2L

(16)

Vo H qx E xX H xo

(E0 — Ex)2 (E0 — Ex (17)

where H' is given by (8). The difference between the energy eigenvalues of
the ground state and the >t-th excited state of the unperturbed system is
E0 — Ex. All matrix elements are calculated in the system of eigen-functions
of H0.

From (12-14) one obtains explicit expressions for the different orders of
<pi>. Since H' contains a contribution linear in E0 and a part linear in T, <p̂ >
can be expressed as a power series in E0 and T. Only the terms linear in E0 are
of interest (i.e., we calculate the polarizability for vanishing fieldstrength
E0) . The successive approximations in a, are *)

«!0) =  P‘0), (18)
«>.» =  p«) +  (19)
«?> = P<2) - S*#< p‘‘» • Jik • (J<°> + SM4 p<°> • Tik • p<>) +

+  P P - S ^ £ ^ T ^ . ^ . 7 ^ - ^ 0>, (20)
etc.

§ 3. First- and second orders] in the dipole moment. If the molecules are
sufficiently far apart the zero-order wave function of the perturbed system
may be written as:

9?0 =  7 7 .m*0 , (21)

where ul0 is the wave function for the ground state of a free molecule i in the
absence of interactions and without the external field. For the first-order
correction to <pt> we have, with (12) and (15)

<Pi>0, =  2 ^ 0 (Pi)ox HxO
(£0 - A ) '

*) The orders of approximation in |3j and cc; are lowered by one, compared with the orders in (p,->,
since otherwise oc.;(°) =  0, which is meaningless.
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Only the term — p t . E0 of H' contributes to the expression, since < p*>(0) = 0 .
Therefore, with (21)

/ n  \ 0 > —  _ , O V  (P»)ox( (P i)x(O  '

<P,>;. Vo. ( 1

where X; labels the excited states of molecule i. The perturbation expression
for the polarizability of a free molecule, a0, is

«ou  2 (Pt')oxf (P,)x,0

in dyadic notation; U is the unit tensor. From (22) and (23) we have

<Pi>(I) =  a0E 0,

(23)

(24)

i.e., no effect on the polarizability by induced forces in first order. The
second-order approximation <p,>(2) is obtained from (13), (15), (16).

<P;>(2) = y  y  __^*#0 / 77
V̂O

(Pi)ox H xX Hxo
-  E J W o  r E~)

2 y
'x̂O —'ÂO

g p x  (P»)xA H i t)

(E0 - E x) (E0 - Ë J '
For reasons of parity terms quadra tic  in E 0 vanish, as well as contributions
in T . The remaining terms are

<p,y2)= s lk^i 9 y y

_9 y y

(Pi')ox,- (Pa ‘ ^o)pAt (Pi)xf0 ‘ T,A • (pjj^p
( E 0 E x) (Eo +  E0 — E x

(Pi)ox,- (Pi)x,0 ‘ ~i~iA ‘ [Pk)oXt (Pa ‘ ®o)AtO
(E0l -  E J  (Eo* 'V

_2 ‘xt9t0 ^ (#0

y Y.

(Pa ' E0)oxt (Pi)0;. (Pi)A.0 • Trt • (p JXt0
(E0t — -Ex*) (E0i +  E 0k — — E J

(P t)oX| ‘ (P a)0xfe (PtlxjO (P t-® o)x tO
(E0i +  E 0k -  E Xi -  E J  (E0t -  E J

The different contributions can be rearranged and give in total, with eq. (23)

< p . > ( 2 ) _ __4 y  y  ry  ( P t )oxj (p i)x .-o  * '  ( p ^ )1

-« 0  ^A*i

■J0>.h (pA  ‘ ® o) a*0

(E0i E J  (E0k—E J

From (24) and (25) we obtain for 0<O) and $*>

P<°' =  a0U; (3” > =

and, after using (18) and (19)

n 2 Y  Tu 0 1 ik I

a o U - a > 1 —  a 0 ^ A # *  T.A +  a 0 ~ k ^ i 0.

(25)

(26)

(27)

9



Thus far there is no change in the polarizability of spherial, nonpolar mole­
cules by induced dipole interactions. As will be shown below the next higher
order change in a,- is in general not zero.

§4. Third order approximation of the dipole moment. The matrix elements
which occur in<p,->(3) are of the form (pjg* (H>)KjL(H,)Xft(H,)li0; they reflect inter­
actions between triplets of molecules and contain also pair interactions.
Contributions in T3 are zero, and terms in Eg are not considered. With the
help of the perturbed wave functions (15), (16) and (17) we obtain

<p,r 2 2 ^ 0  Ewp S ^g (PJo, (H ' U
(E0 -  E„) (Eg -  E,) (Eg -  j

+  2  S x # g S A #0  S ^ g
(H')0x ( p j *  (H% (H'lg

2 ^*#0
(P«')ox hó, h 'm

(Eg -  E„) (Eg -  EX) (Eg -

(P»')o* H>t0
(E0 (E o

2
K xh ’k

(Eg -  E„) (E g -E j3
(28)

The various terms are evaluated, using (8) for H', and retaining only terms
linear in E0. All terms on the right-hand side of (28) contain pair contri­
butions, but only the first two involve also triplets. We can write

<Pi>'3) =  <P,>$i« +  <Pi>tripie‘s ■

The triplet term can be calculated in much the same way as was done for
<pt><2). The triplet interactions give, using (23) for the polarizability

(P i^ tr ip le ts  =  «0 Ti» ‘ T tf  ' Eg. (29)

The triplet term does not affect the polarizability, since, with

«I2»
^ tr ip le ts  "T  rt

triplets ^ i  pairs ’

and using the relation (20) between a)2) and (5,, one obtains

^ t r ip le t s  =  0 - ( 3 0 )

The contribution to <pi>(3) resulting from pairs (*, k) must be evaluated
separately for each type of molecule and requires explicit knowledge of the
wave functions of the free molecules. The expression for <p,:>̂3,irs is:

<p i>pLpairs ~ '2E A?ti2 w_4g2Ai?!;g2A(#o '(Pi)o* (Pi • E o L  (p,- • Ta  • P*)^ (P, -Tft • p»)„
- (E0 -  E J (Eg — Ex) (Eg -  E J

+ (Pi)o* (Pi • Tg, ‘ P a L  (Pi • e q)A|U (p, • Ta  • p j„
(Eg -  E J (Eg -  Ex) (Eg ~  E J

10



(Pi)ox (Pt ' ~̂ ik ' Pfe)xA (Pi ' Tj/fe ' Pk)jL/i (Pi ‘
(E0 -  Ex) (E0 -  Ex) (E0 -  £„)

(P» * Eq)o* (Pt)>a (Pi' T,* • pk)xit (P» * • Pk)/jQ ,
(E0 -  Ex) (E0 -  Ex) (E0 -  E„)

(Pi' Ta • P,)0i< (p,)^ (p,- • E0)^ (p,- • T.a. • p,)„0
(E0 -  Ex) (E0 -  Ex) (E0 -  EM)

(P* ' ik ‘ P*)ox (Pi)xA (Pt ' ' P*)â  (Pi - E0)̂ o
(E0 Ex) (E0 Ex) (E0 EJ  J

(P*)ox (Pi ‘ ^o)xQ (Pi ‘T;* ■ P*)(M (Pi Pk)xo
(E0 -  E f  (E0 -  Ex)“t“ 2 £*,tj ^Wo

(Pt)ox (Pi ‘ ®o)xO (Pi ‘ ‘ Pa)<M (Pi - * P/j)^
(E0 -  Ex) (E0 -  Ex ‘1

(31)

In the following sections this expression will be evaluated in a number of
special cases.

§ 5. Coupled harmonic oscillators. A simple example is the model of an as­
sembly of isotropic harmonic oscillators in an external field E0, and inter­
acting through induced dipole forces. The wave function for an unperturbed
oscillator is given in Cartesian coordinates by the product u0(x)u0(y)u0(z),
where u0(x) =  Hn(yx) e~Y*tl2, etc., except for a normalizing constant. Hn is the
n-th Hermite polynomial, and y measures the stiffness of the oscillator.
The energy difference E0 — Ex for one oscillator is equal to — £ nhv, summed
over the three coordinates ; hv is the spacing of the energy levels and £ n—x.
With the selection rules

< * ) . , « - ( 1 1

the summation in (31) can easily be carried out. The result is

^Pl^iirs =  ao ' Tw ’ E0, (33)
so that we have, from (20), (26) and (33)

®)2#>a«rs — 0. (34)
For a system of coupled harmonic oscillators, interacting through induced
dipole forces, the polarizability remains constant in second order of approxi­
mation.

This result can be generalized to prove that for harmonic oscillators with
induced dipole interactions the polarizability remains constant in any order
of approximation. (For similar considerations see van Vleck, ref. 7) The
total Hamiltonian of N  coupled harmonic oscillators in an electric field E0 is

H =  £ s , «o-1 P? +  i  £a.#, P, • T<* p* -  £, p, • E0, (35)



where a0 is the polarizability of a free oscillator. In 3iV-dimensional space
this may be written as

H  =  K i P • (U +  a0T) P -  P E0> (36)

where P is the 3Ar-dimensional vector in the configuration space of the N'
oscillators; the projection of this vector on the 3-dimensional subspace of
molecule j is p-. U is the unit tensor of order 3N X 3AT. The tensor T is of
order 3N X 3N with elements Tjk in 3-dimensional subspace. Conventionally
J.k =  0 if j =  k. E0 is the 3AAdimensional vector with components E0 in
3-dimensional subspace. On introducing new vectors P', defined by

P =  S P',

where S is a real orthogonal matrix of order 3N  X 3N, eq. (36) becomes

H =  K " 1? ' • s ~' • (u  +  OoT) • S • P -  P' • S -1 • E0 (37)
By suitable choice of S the matrix S^1 • (U +  a0T) • S can be made diagonal

S~V-(U +  OqT) • S =  A,

where A is a diagonal matrix of order 3N x  3N. The Hamiltonian (37)
represents a set of independent harmonic oscillators in an external field S “1 • E0.
The average value of P' is

<P'> =  o0A -1-S -1-E0
and therefore

<P> =  S -<P'> =  a0S- A - '-S - '-E q =  a0(U +
i.e.

<P> =  ao(E0 — T-<P>).

In 3-dimensional space this equation reads
<Pt> =  aQ (E0 (̂ ®)

The result is that the polarizability of isotropic harmonic oscillators remains
unaffected by induced dipole coupling. This property is typical for harmonic
oscillators only and cannot be expected to hold for a more realistic molecular
model *).

§ 6. Atomic hydrogen. The various sums in (31) can, of course, be evaluated
in principle if the wave functions of the free atoms or molecules are known with
sufficient accuracy. Such a procedure is, however, practically unfeasible even
in simple cases. We will use an approximation method which is sufficiently
accurate for atomic hydrogen and helium to obtain the correct • order of
magnitude of the effect of molecular interaction on the polarizability: The

*) For an extensive discussion of this point we refer specifically to v a n  V 1 e c k, loc. cit.,
p . 1564— 565 .
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approximation consists in replacing each factor of the denumerators in (31)
by a multiple of — U0, where U0 is an “average excitation energy” of the
molecule. If, for instance, the factor E0 — Ex refers to the difference in
energy between the ground state and the *-th excited state of two molecules,
then E0 — Ex is replaced by — 2U0, with U0 counted positive. This is a good
approximation if all discrete levels of the atom lie within a narrow range on
the energy scale (the range should be small compared with f/0).This condition
is fulfilled for atomic hydrogen and for helium. To be true, there is a con­
tinuum of energy levels which has to be taken into account, but the weight of
these levels diminishes rapidly.

With the help of the approximation outlined above, the sums in (31) can
be calculated. In Appendix II the various summations are carried out; the
result is

(3 ) 1 7
<PiV,>s=  +  4^3 [Pi (Pi • Eo) Pi• T»• PaP, • Ta • Pa]00- t76«o (T,*: T J E 0+

+  Jit ‘ 7*,•' E0, (39)
where a0 now stands for

II I o (Pi P»)oO ,°o U =  +  2 — ---- . (40)
b'o

If the same approximation had been used in the evaluation of the second-
order approximation in <p,> and for the third-order due to triplets, the results
would have been the same as (25) and (29), but now with a0 as defined in
(40). The first term on the right-hand side of (39) gives (see Appendix III)

[P,(P, ‘ Eo) Pi • V  Pa p, T,a • pJoo =  U0 ̂  [2 TttT,v E0+(T* :TJE0], (41)

where ƒ►? is an arbitrary cartesian component of pt, In order to rewrite this
expression in terms of a0, we have to use a relation between {(^“)4}00 and
{ ( P i ) 2}oo- Eor atomic hydrogen this relation is 16)

{(PTl'U/KP*)2} lo =  9/2.

Then <pt>/3ai„s becomes, with (39) and (41)

<(Pi>/.al«=  +  (15/8)a;) (T,a • T,a) • E0 -)- (23/64) ^klti (Tlt: TlA) E0. (42)

Combining this result with (20) and (26), the change in a, is

a, pairs — .+  (7/8) a0 S*#! ik' 7ik +  (23/64) etg Tik :Tik U. (43)

§7. Helium atoms. Slater wave functions are used for helium. Noting that
here p,. =  p, +  p2, where 1 and 2 refer to the two electrons, the result is

m ' u i a m i o  1 15/4 ,
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so that

<P;>£L= +  (103/64) a3 (T* • T J  • E0 +  (29/128) a* (T* : T J  E 0( (44)

and the change in polarizability in second-order is

«■flairs =  +(39/64) aI ( IV  T J  +  (29/128) a3 (Ta  : T J  U, ■ (45)

with the same (positive) sign as for hydrogen atoms, although somewhat
smaller. We thus find in this order an increase in the polarizability with
decreasing intermolecular distances, due to  interactions between pairs of
molecules. Note th a t the effect is additive in pairs, i.e. the to tal effect is
equal to  the sum of contributions from isolated pairs of atoms or molecules.
The next higher order involves clusters of four, three and two molecules,
with non-vanishing contributions to  the polarizability resulting only from
triplets and pairs.

We will show in a subsequent paper th a t this effect leads to  an additional
correction to the Clausius-Mosotti function, which is of the same form and of
the same order of magnitude, in the density region considered, as the devi­
ations due to  statistical fluctuations.

§ 8. Summary of results and discussion. The effect of London forces on the
polarizability of spherical, nonpolar molecules is obtained from a pertur­
bation expansion in powers a0 T, where T is the dipole interaction tensor.
Since a0T is proportional to a0/r?ft the series converges rapidly for not too high
densities. The results obtained for the quantum  mechanical average <p;> of
the induced dipole moment in molecule i, are

<Pi>(1) =  «o E 0,

<p<y2) =  - « oS*#<v e 0,
<P,->(3) =  +  <4 S**. T* • T„  • E0 +  (C, + 1 ) og Ttt • T* • E0 +

+  C2 <*0 (Tf* : T J  E0,

where Ct =  +  7/8; C 2=  +  23/64 for hydrbgen atoms.
Cj =  4- 39/64; C2 =  +  29/128 for helium atoms.

Collecting terms, the result is up to the third order in <p;>

^Pt^ «o ao -T Uq 2 ^ ^  ' ĵjLk T<4 T* +

+  (Cj +  1) Oq Ttó • Tw -f- C2 a2 (Tjj : T J  U] • E0. (46)

We may also write
<P,->= a o[U +Ci ctg E*#jTiA• Tw-t-C2aQ S t# i(TjS : T JU ](E 0 • <P*>), (47)

where the complete expression for the local field has been used, but the series
for the polarizability was broken off after terms in T2. The results for hydro-
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gen and helium show that the polarizability first increases on the low-density
side, with decreasing distances between the molecules. The perturbation
expansion of <p,> is of the same form as the Kirkwood-de Boer series in the
statistical theory of the dielectric constant; when a subsequent statisticaJ
average is taken it contains additional contributions due to the change in
polarizability. The approximation involved in the evaluation of the third-
order correction to the induced dipole moment is that all discrete excited
energy levels of the unperturbed atom should lie in a range which is small
compared with the ‘average excitation energy”. This condition is fulfilled
with sufficient accuracy for atomic hydrogen and helium. The extension of
this method to include heavier atoms must rely on a similar approximation
method. In addition correlations between the different electrons should be
taken into account *). The theory can also be extended to higher multipole
interactions, and to optically anisotropic molecules (e.g., diatomic mole­
cules) . It may be expected that the results for hydrogen and helium, calculated
in this paper, give the general aspects of the effect of second-order forces on
the polarizability of nonpolar molecules at least to the correct order of
magnitude.

An extension of the Yvon-Kirkwood statistical theory including the
change in polarizability with the density in compressed gases, will be pre­
sented in a forthcoming paper.

A p p e n d i x  I
On tensor notation

The system of vector and tensor notation used in the present paper is
essentially that of M i l n e  and C h a p m a n 17).

Thus the exterior product of an ordered pair of vectors a, b is a tensor

T == ab -► T*  =  aa V1

The following products of tensors and vectors also occur
a-T  -► (a-T)a =  ^ a pT ^
T • a -»• (T• a)“ =

• T • S -»■ (T • S)“̂  =  S
T : S = ?  r *  S * 1

In all these formulae the greek superscripts denote the cartesian components
of the vectors and tensors.

*) If  S later wave functions are used, the  follow ing expression holds for spherical, nonpolar mole-
cules

SI xj)  — i*xai2
where i and  j  label tw o electrons; x  and  X label the  occupied s ta te s  in  the  a to m , and  the  wave
functions inclusive spins m ust be used.
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Appen d ix  I I

Third Order in Dipole Moment
Three of the eight terms occurring in Eq. (31) are evaluated explicitly

with the approximation method outlined in the text; the five remaining
terms are of the same types as these three. The notation I, II, . . .  corres­
ponds with the order of terms in (31).

_  _  (Pt)ox(Pi' Eo)»a (Pj • T ik • Pjfe)̂  (Pj' Tit • Pft)p0 __
-  go {Eq _  Ex) {Eq _  Ei) {Eq _  e j

— Â(#0 ̂ lAi+iUt^O (Pi)ox, (Pi ' Eg)x(A, (Pi)a,̂ , " "l"»A ' (PaW* (P il/if i (PaÎ O    
{E0i ~  Ex) (E0. -  Ex) (E0i + E0k -  -  E J

~ ~  o tt3 / 0 / 0 o(Pi)0x,(Pi Eq) (Pi) (Pa)0/î .(Pi)/i,0 îA (p )̂/'jtO’z u 0

The summations are performed with matrix algebra. (The state functions
with which the matrix elements are formed are a complete set). This gives

— OTT3 ' Eo) Pi]o/Ui' "̂"»A ‘ (Pa)op*(P»)*i(o"1"»A ’ (Pa)^0 "i"
ZUq

+  2JJ3 Â*i+y“i ^ 0  [p> (P i' E o)]oO (Pi)o ,̂ ' ~̂ ik ' (Pa)ô*; (Pi)/i;0 ‘̂ "*A ‘ (Pa)̂ *o

=  -  X773 [Pi (Pi • E0) Pi ■ • Pa Pi • T ik ■ p*]00 +
ZU $

+  Arr3 [Pi(Pi ' Eolo0 (Pi ‘ "*"»A ' Pa Pi ' T"iA ' Pa)oO'

The second term arises because A, ^  0 in the summation; this term can be
evaluated directly, making use of Eq. (40) for the polarizability a 0 . The result is

I =  — 0770 (Pi(Pi ' Eo) Pi ‘ T* ' P* Pi' Ti* ' Pa]o0+-T8 «0 (TiA • T,a) Eq.z u 0
y  (Pi)ox(Pi • TiA • Pa)xa (Pi • EqM P, • Tik • Pa)a<o =

11 _  ^,#0 {Eq _  EJ (Eq _  Ex) {Eo _  jg

_  (P,)ox, (Pj)x.-Aj ' TiA ' (PaW  (Pi ' E0)â  (Pi)g<0 ' TiA ' (Pâ O
-  {Eoi- E K) (E0i+E0 - E x - E Xi)  ( £ , + £ , - £ „ - £ , )  '

The summation over x t is carried out as in I, but for A, the term must be
split into a part A,- #  0 and a part A,- — 0

II — — TTj3 Ât 0̂ ̂ fii + Aî O [pi PiloA,' "̂"iA ' (PaW* (Pi E0)̂ j#J( (Pi)^ "̂"iA (Pa)a40
q

— ——3 Sxfc#Ó^<+A*#ö [p* Pil00 * (P*)oAfc (Pi * ®o).0̂ < * (Pit^O^ * (Pa)a*0
2(7a



4 Ul [Pi (Pi • Eq)' Pi • J i k  ■ P* Pi •T.*' P*]<x> “

4U;Frt [Pi Piloo • T<* • [p* (Pi • Eo) Pi • • P*]0

~ [Pi (Pi ‘ E0) P, • T,* • p* p, • Tt* ■ pJoo ^  Qq T,* • Trt • E0
4 Ul

The remaining terms in (31) give the following results

2 U)
[Pi(Pi • E0) p, • • p* Pi • T,* • p*]oo — T5 Oq Ti* • Tw • E0

TV
2 U30[Pi (Pi ‘ E0) Pi • T)jfe • p* Pi • TjA • p*]oo +  til ao (T« • Ta) E0

V — — „773 [Pi(Pi ‘ E0) Pi • Ti* • p* Pi • Trt • p*]oo gr « o • T*, • E0,OUq

VI
4 Ul

VII =  S,

[Pi(Pi ‘ Eo) P i' T^ • p* P, • Ti* • p*]oo - ^ 2  aoTi* ■ T*i • E0,

(Pi)ox (Pi ‘ Eq)*o (Pi ■ T,* • P*)oA (Pi * Tt* • P*)*o
(Eo ~  E f (E0

2U\T3 0 (Pi)ox,- (Pi ■ Eo)Xio E*^o ̂ A*#o(Pi)oA,-‘ ' i k  ' (Pa)oA* (P»)a<0 ’ ̂ ‘(p*)*  ̂—

=  ins «0 (T,* • T*,) E0,
v i n  =  -  A

(31)

«o 01*: T*,) E0.

The complete expression (31) is then given by
17

o
A T J 3 ^Mi [Pi (Pi ' ®o) Pi ‘ Trt - P* Pi - Ta • P*]oo4(7 n

W2 « 0  ^ A # i  T,* • T*i ’ E0 Y g a 0 ^ A ^ i  01* • Tw) E0.

Appendix III

Proof of Equation (41)

[Pi(Pi ‘ E0) P, • T  ̂• p* p, • Ti* • p*]£o — y,«, c, v [Pi (Pi Eq) pi 71* p\ pi 7"i* $ ]qo

in cartesian coordinates. The summation can be rearranged as follows

(PiPi) 00 [pï (P in)  (Ta • ii*)^Ae]00 =

=  % y  2 Ay,. [pai (P in) Pi (Ti* • T * n  ^00.
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since (ƒ>£/>*)oo is zero for v and independent of <5 for v =  d. The sum
vanishes unless a, ft, y, e are pairwise the same, or are all equal. The follow­
ing combinations occur

oo (T« • )W loo[(T *  : T*)2?S-(Ttt • TJ “ («)
■ S ^ - E g ( T i, - TJ^=[ ( ^) 2:(^)2Lo { ^' - n , ■ E0]“-(T tó• T,.,)a“£ “}, (6)

s , #a oo cr« ■ t  ikr=m2 • T.* • E o r -  • T. * r £ ö}> w

[ k ) 4]oo(T(>-T;i)a“£S- W
m e n  we make use of [(#)2 (^)2Joo =  [(#)*]oo/3-the result is

[pi(p,' E0) p . T^ p *  Pi- T<* • Pftloo =

=  U Q ~ -  i[(̂ >“)4]oo [2Tt-ft • T,* • E0 +  (TiA : T,s) E0], (41)

where p“ is an arbitrary cartesian component of pt.
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Chapter  II

ON THE THEORY OF MOLECULAR POLARIZATION IN
GASES

II. EFFECT OF MOLECULAR INTERACTIONS ON THE CLAUSIUS-
MOSOTTI FUNCTION FOR SYSTEMS OF SPHERICAL NONPOLAR

MOLECULES

§ 1. Introduction. Accurate measurements of the dielectric constant of
compressed gases and liquids have shown that the Clausius-Mosotti relation

l — — V =  *nNa (1)

fails to hold at high densities. The volume per mole of the system is V and N
is Avogadro’s number; a is the polarizability of a molecule. The largest
deviations occur with polar substances; smaller deviations have been found
with nonpolar molecules, to which attention will be restricted in the following
calculations. The general tendency for nonpolar molecules is that the Clau­
sius-Mosotti function (1) first increases with increasing density, goes through
a maximum at a density of about 200 Amagat and then decreases 4) 2). The
Lorentz-Lorenz expression (n2 — 1) V/(n2 +  2) shows the same charac­
teristic behavior 3).

Several theoretical explanations have been offered for these deviations;
especially the statistical theory of K i r k w o o d 4) and Y v o n s) has
been successful. In this theory the effect of statistical fluctuations in the
induced dipole moment of a molecule is taken into account in successive
orders of approximation. Due to this fluctuation effect the Clausius-Mosotti
function first increases with increasing density and decreases at higher
densities, in qualitative agreement with the experiments. Quantitatively
however, the experimental curve increases somewhat more rapidly in the
region of low densities and decreases more rapidly at higher densities th a n
the statistical theory predicts.The deviations at high densities can in principle
be explained by the effect of first-order interactions between the molecules
(repulsive forces) on the polarizability 8) 7). It was shown in a previous
chapter 8) (hereafter referred to as I) that second-order interactions (at-
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tractive forces) between optically isotropic molecules result in general in
an initial increase of the polarizability with decreasing distances between the
molecules. An expression for the polarizability was obtained from pertur­
bation theory as a series in powers of the dimensionless quantity a0T; T
stands for the tensor characteristic for dipole interactions.

Tik =  P, (l/nJ =  rik3 (u — (3r<* rjt%)), (2)
where U is the unit tensor, rik is the distance between the centers of molecules
i and k and a0 is the polarizability of a molecule in the absence of interactions.
(The notation in this chapter is the same as in I, unless otherwise specified).
In general the polarizability increases in the order T2, due to interactions
between pairs of molecules. (An exceptional case is an assembly of isotropic
harmonic oscillators interacting through induced dipole forces; it was shown
in I that the polarizability of the oscillators remains constant in any order of
approximation). The results obtained in I indicate that better agreement with
the experimental data for the Clausius-Mosotti function may be obtained by
a combination of the two effects: 1. the change of polarizability with varying
distances between the molecules, and 2. the effect of statistical fluctuations,
both in the induced dipole moments and in the polarizability of the molecules.

The method we will follow in this chapter is a generalization of a variant of
the Yvon-Kirkwood theory proposed by d e  B o e r 9), to include the effect
of molecular interactions on the polarizability. The density of the system is
supposed to be so low that only the dipole part of the multipole interactions
between the isotropic molecules has to be taken into account and that the
effect of exchange forces may be neglected.

§ 2. The Clausius-Mosotti formula for dense gases. We consider a system of
N identical, optically isotropic molecules between the plates pf a plane
condensor. The electric moment p, of the i-th molecule is given by

P» =  a,' D dj • 2*^ TjVk • pA, (3)
where D is the electric displacement vector, which for a plane condensor is
equal to the external electric field E0. In this expression p, and pft represent
quantum mechanical averages for a given micro-configuration of the
moleculés; these averages were denoted by <p̂ > and <pA> in I. The polari­
zability cq depends on all intermolecular distances and has been shown in I
to be of the form (cf. I, (47))

ai =  a0 [\J +  c^C1 Ta • T* +  og C2 (Ta : Tw) U], (4)
Here, Oq is the polarizability of a free molecule; C, and C2 are constants
which are different for different types of molecules. For atomic hydrogen and
helium atoms C, and C2 have been evaluated in I. Taking the average of (3),
we have

P< =  «< • D — a,; • T,* • pA, (5)

20



which expression may be written as

P* / 1 Pa] T" / ( "̂"iA Pa Âyt» "t"*A Pa■ (6)
For the average value of the induced dipole moment pt we have p, =  pA =  p
and similarly for the average polarizability a< =  ak =  aU, where a is the
scalar average polarizability. Further it can be shown that 4)

SA#i T,a • p* =  (8n/3) np — (8n/3) P, (7)

where n =  N jV  is the number of molecules per unit of volume and P is the
molecular polarization. The last two terms on the right hand side of (6)
represent the effect of statistical fluctuations. Whereas in the Yvon-Kirk-
wood theory there are only fluctuations in the dipole moments, the expression
(6) now includes also contributions from the fluctuations in the polarizability
of a molecule. These fluctuations arise because the mean moment or polari­
zability of a molecule known to be at a specified position with respect to
another molecule is not the same as the corresponding quantities of that
molecule without such specification (for an extensive discussion of this point
see e.g. Fuller Brown, ref. 5). If all fluctuations could be neglected (6) gives
directly the Clausius-Mosotti relation (1), but now with the average polari­
zability instead of the polarizability a0 of a free molecule. It will be shown
that one may write

® 5a#< T,a ' P* Oj • Trt • pk =  ^ a (e -f- 2) E/?, (8)
where E is the electric field strength and R is a function R(n, T) of density
and temperature only. For constant polarizability R reduces to the function
S(n, T) introduced by d e B o e r 9), which takes into account fluctuations
in the dipole moments only.

Multiplying (6) by n one obtains, with (7) and (8)
(e — 1) E/4ji =  J(e +  2) E na -(- J(e -f- 2) ER na, (9)

since P =  (e — 1) E/4tt and D — 8jtP/3 =  |(e 2) E.
We then obtain the following formal expression for the Clausius-Mosotti
function

e —  1
-------- V =  %nNa[\ + R(n, T)]. (10)

This equation shows that the Clausius-Mosotti function (e —\)V/(e-\-2)
changes with density for two reasons: 1. the average polarizability is a
function of density; 2. statistical fluctuations occur, both in the induced
dipole moments and in the polarizabilities of the molecules. As follows from
(4) the average polarizability can be written as a power series in a0. We may
therefore use the following alternative form for the right hand side of (10)

v  =  Jn N a o [i +  * '(». m  (it)e +  2
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where R'(n, T) contains the total functional dependence of the Clausius-
Mosotti expression on density and temperature. It will be shown below that
also R'(n, T) can be written as a series in powers of aQ.

In the statistical theory with constant polarizability, a0, the expression
obtained by de Boer for the Clausius-Mosotti function is

—  F  =  |^IVa0 [l + S(n,T )], (12)
e +  1

where 5 is the correction arising from fluctuations in the dipole moments
only. Note that the difference between (11) and (12) is not caused only by
the change of the average polarizability with density, but contains also
fluctuation terms in the polarizabilities of the molecules.

However, it will appear that the first nonvanishing term in R'(n, T) does
not yet contain fluctuations in the polarizability, but only a contribution
from the relative change in the average polarizability and a term arising
from fluctuations in the induced dipole moments. This justifies the procedure
followed by t e n  S e l d a m  and d e G r o o t 10) who calculate the change
of the average polarizability with density by comparing the theoretical curve
computed from (12) with the experimental data for argon. In the next section
we will first calculate the average polarizability as a function of density for
helium atoms.

§ 3. The average polarizability as a function of density. Up to the order T2
the expression for the average polarizability is, from (4)

« U =  a0 [U -f- Oq C] £*#i Ttt • Tfti a$C2 2/, ,̂: (T£* : Tw) U], (13)
The following statistical expressions can be given for the averages in (13)

2*#» "1"£* ‘ "Tw=  nfg(rik) dr*, (14)
2W /T*7ÏL =  n fg (rik) Tik : Tki dr*. (15)

Here g(rik) is the well-known distribution function for pairs of molecules.
Eq. (14) may be rewritten as

--------  tl c
£**, Tik • T*,. =  U - )  g(rik) T,.* : T*£ dr*. (16)

We then have for the relative change in the average polarizability, with (13) ,
(15) and (16)

<*0 Ci ■ T*» +  a% C2 2*#i T£* : Tw U =
=  U (C,/3 -f- C2) n fg(rik) T£* : Tw dr*. (17).

The expansion for g(rik) in term of the molecular density n is
g(r«) =  e‘ ^ ( l  +  ng'(rj +  0(n2)),

with (18)
g'(rik) = ! (* -* *  ~  1) ~  1) d*V
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Here B =  \lkT and <ptk represents the intermolecular potential between two
molecules. Expanding the relative change in the average polanzabdity in
powers of the density

Ta/a, =  (a -  «o)/«o =  <*(?> +  b(T)n2, (19)

We obtain for the coefficients a(T) and b(T)
a(T) =  al (CJ3 +  C2) f e ^  T« : Tw dr* =

=  8 ^ ( C 1 +  3C2)/o“ e - ^ r « 4dr,*, (20)

b(T) =  8 ^  (C, +  3 C2) / 0“  g 'W  d^ -  (21)
The integrals occurring in a(T) and b(T) have been evaluated by d e B o e r,
v a n  d e r  M a e s e n  and t e n  S e l d a m  (loc. c it.)  for a Lennard Jones
potential field

tp(r) =  4e [(<r/r)12 -  (<r/r)6],

(e is the depth of the potential well at the minimum energy and <p{o) — 0)
as a function of the “reduced” temperature T* =  kT/e. The values of t  e

1.333

1.667
2.490
3.533

2 0 0  Am

Fig! 1. R elative change of th e  average polarizability  of helium  atom s w ith  density,
tim es 105, for five “ reduced” tem peratures.

parameters 8 and a are known for a large number of gases from experiments
e.g. on the second virial coefficients. The constants C, and C2 have been
determined in I for atomic hydrogen and helium atoms; since atomic
hydrogen is an unrealistic example we will restrict ourselves in this section
to helium atoms.
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With the help of experimental values of Oq, e and a we calculate the relative
change in the average polarizability for helium atoms at low temperatures.
For convenience the values of the parameter T* will be used for which d e
B o e r  c.s. evaluated the integrals (20) and (21). Since the theory presented
in I does not hold for very high densities (contributions from clusters of
more than three molecules are neglected) we will use only the values 50, 100,
150 and 200 Amagat units for the density. The results are given in the graph
below; e/k =  10.22 degrees for helium.

The relative increase in the polarizability of helium atoms is seen to be of
the order of one hundredth of one percent up to densities of 200 Amagat.
For heavier atoms, e.g. argon, the increase is much larger, since a(T) and b(T)
are proportional to a% and the polarizability of argon atoms is about eight
times as large as that of helium. Therefore if Cj and C2 are of the same order
of magnitude for argon was for helium, as may be expected, the relative
increase in the polarizability of argon atoms is of the order of one tenth of
one percent in the same density region.

This increase in the average polarizability with density, due to London
forces between the molecules, gives rise to a correction term in the Clausius-
Mosotti function (1) which is of the same order of magnitude as the effect due
to fluctuations in the dipole moments. In the next section we will discuss the
Clausius-Mosotti function (10) or its alternative form (11).

§ 4. Evaluation of the correction term R(n, T). The function R(n, T) on
the right hand side of Eq. (8) can be evaluated by expanding the left hand
side of that equation in successive orders of approximation. For that purpose
we define an auxiliary quantity p,' by

P* =  ®*’ ’ P*] =  i(£ "T 2) o, • E, (22)

i.e. p, is the (quantum mechanical) average dipole moment which would be
induced in molecule i if the other molecules had during their motion always
the average moment p, =  p. By combining (3) and (22) we have

P* =  P•' ~  T« • Pt ~  Ta • p*). (23)

When this expression for p, is inserted back into the left hand side of (8)
we obtain

«  T ik P k — a- i -  T ,.*  • p *  =

=  (a Tik ■ p* — a, ■ T-* • p*) +  a, • Ta  • ctk > J M • p; - (24)

-  2*#» « Ta ’ ‘ Tu ■ p; — (a, • T* • a* -  a, • T,* • a*) • Tw • p ,.

The next step in this approximation procedure is to replace each p by p ' and
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to add a fluctuation term of higher order, with the help of (23). At any stage
of the process one may replace each p by p' and break the series off, thus
making only a very small error. Then it is seen from (22) that the left hand
side of (8) is proportional to (e +  2) E, and thus also the right hand side.

Next we substitute for a( in (24) the expression (4) derived in I and
evaluate aR up to terms in T2. The result is

aR(n, T)U — (Trt'Tw TlVi ■ Tw), (25)

and the formula for the Clausius-Mosotti function becomes

FU — f^JVoo [U +  o2 C, V L i  +  c?QC2 T ~ T * U  +  (26)
€  +  2

k Tw Ttt Tw)].

The correction to the Clausius-Mosotti function (1) consists of two parts
in this order of approximation. One part is due to fluctuations in the induced
dipole moments and the second part is caused by the change in the average
polarizability of the molecules by interaction. Fluctuations in the polari­
zability enter the series expansion only in higher orders. As was mentioned
before, this justifies the semi-empirical procedure followed by d e  G r o o t
and t e n  S e l d a m  who calculated the change in the average polari­
zability by comparing values of the Clausius-Mosotti function with the
theoretical expression (12), but with Oq replaced by a. In higher orders this
procedure is not valid, as is seen directly from (24).

The right hand side of (25) is the same as de Boer’s function a0S2(n, T). For
the evaluation of (26) we add the results of the calculations on S2 to the
change in the average polarizability with density as determined in the
previous section for helium atoms. Following de Boer the expression for S2
is written as a power series in the density

S2(n, T) — a2(T)n +  b2(T)n2 - j - .......  (27)

The coefficients a2 and b2 are closely related to the coefficients a and b which
occur in the series for the average polarizability. In addition, however, b2
contains contributions from triplets of molecules. For the total dependence
of the Clausius-Mosotti function on the density we can write, in this order
of approximation

R'(n, T) =  S2[n, T) -)- Aaj Oq. (28)

In the following table the function R’(n, T), is listed for helium atoms, at
densities of 50, 100, 150 and 200 Amagat units and for two reduced temper­
atures T* =  l .33 and T* =  2.49. The values of S2 were taken from the paper
by d e B o e r  (loc. cit.)and the values of Aa/a  ̂are those plotted in fig. I.
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It is seen from the table that the correction to the Clausius-Mosotti
function due to the change in the average polarizability of the molecules
with the density is of the same order of magnitude as the effect of fluctuations
in the induced dipole moments. The effect increases with increasing density
and decreases somewhat with increasing temperature, as should be expected.

TABLE I §)

d a /a „ ,  S and R ', times 104, for helium atoms as a function of
density and of the reduced tem perature T*

d Amagat
T* 1.333 T* 2.490

A a la 0 s, R ’ Aata„ S, R '

50 0.63 0.47 1.10 0.55 0.41 0.95
100 1.26 0.90 2.17 1.09 0.79 1.88
150 1.90 1.29 3.19 1.63 1.14 2.78
200 2.53 1.64 4.17 2.18 1.47 3.65

§) The values of » are those for an ideal gas, which involves only a small error for helium.

§ 5. The Clausius-Mosotti function for argon. Although the coefficients Ct
and C2 in the series expansion for the polarizability were determined in I
only for atomic hydrogen and for helium atoms, their values may be expected
to be of the same order of magnitude for argon. In this section we compare
the experimental results for the Clausius-Mosotti and Lorentz-Lorenz *)
functions for argon with the theory presented in this paper. D e B o e r  c.s.
(loc. cit.) have compared the Yvon-Kirkwood statistical theory with the
experimental results for argon over a wide range of densities and for two
reduced temperatures 1.333 and 2.490 (corresponding with 160 and 298 K
respectively, for argon). In the following graph the Yvon-Kirkwood theory
is compared with the experimental data by M i c h e l s ,  t e n  S e l d a m
and O v e r d ij k and M i c h e l s  and B o t z e n (ref. 3). The deviations
between theory and experiments at high densities (> 200 Am) can in
principle be explained by the effect of first-order interactions on the polari­
zability of the molecules (see refs. 6 and 7). To explain the deviations at low
densities (up to 200 Amagat) we calculate the average change in the
polarizability, leaving the values of C1 and C2 open. The following table gives
the results for da/a0(Cj 3C2) at 50, 100, 150 and 200 Amagat and for
T* =  1.333 and T* =  2.49.

From a comparison between the values in the table and the deviations be­
tween the statistical theory and the experimental values for the Clausius-Mo­
sotti and Lorentz-Lorenz functions we deduce that Cj 3C2 — 1, which is,
of the same order of magnitude as for helium (C] -f- 3C2 =  165/128). It may
therefore be expected that the theory presented in this paper will improve

*) The Lorentz-Lorenz expression may also be taken for the comparison between the statistical
theory and the experimental results because the effect of dispersion is probably very small.
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the agreement between theory and experiments for the Clausius-Mosotti
function of compressed argon.

O.OIO

0.005

, \  600 \ 800 Am

- 0.005

exp 77

- 0 .0 1 0

Fig. 2. Com parison of th e  density  dependence of th e  Clausius-M osotti and  Lorentz-
Lorenz functions, as ob ta ined  from  argon d a ta  on the  dielectric co n stan t e and  th e
index  of refraction  n, w ith  th e  theoretical values calculated from  the  Yvon-K irkw ood
sta tistica l theo ry  by  d e  B o e r  c.s. *) for th e  "reduced” tem peratu res T*  =  1.333

and  2.490 (160°K and 298°K, respectively, for argon).

TABLE II  *)

A a /a Q{Cl +  3C2), times 10*, for argon as a function
tem perature

of density and reduced

4Amagat | 50 100 150 200
T* =  1.333 1.267 2.529 3.787 5.040
T* -  2.490 1.092 2.184 3.275 4.365

*) For argon a„ = 16.39 X 10-26 cm’ ; a =  3.405 A, a*»0 =  0.0010619, where »0 is the num ber of
molecules per cm* at N.T.P. (see C. A. ten Seldam, Thesis, U trecht, 1953).

§ 6. Summary and conclusions. A calculation of the Clausius-Mosotti
function for compressed, optically isotropic gases was presented, taking
into account the change in the polarizability of the molecules by inter-

27



actions at low densities. It was found that the Clausius-Mosotti function
increases at low densities with increasing density. This increase is larger than
calculated on the basis of the Yvon-Kirkwood statistical theory with density
independent polarizability. For helium atoms the effect of molecular inter­
actions on the polarizability gives a correction to the Clausius-Mosotti function
which is of the same order of magnitude as the effect due to fluctuations in
the induced dipole moments. For argon atoms no accurate theoretical values
are available, but it may be expected that the theory leads to an essential
improvement compared with the statistical theory for density independent
polarizability. The analysis of the Clausius-Mosotti function was split into
two parts:

I. a quantum mechanical calculation of the induced dipole moment in
successive orders of approximation from perturbation theory;

II. a subsequent classical average over a canonical ensemble.
The applicability of the Yvon-Kirkwood statistical theory and of the modified
version presented here is restricted to low densities (since contributions from
clusters of more than three molecules were neglected). At higher densities the
formalism is mathematically too complex and the convergence of the series
may be expected to be slow. In addition it would not be sufficiently accurate
to restrict the interaction operator between the molecules to the induced
dipole term; the perturbation should include higher induced multipoles.

For these reasons an extension of the theory to higher densities along these
lines is hardly promising at the outset. On the other hand, the high density
method of d e  G r o o t  and t e n  S e l d a m 7) is again based on a
consideration of individual molecules; it takes into account molecular inter­
actions as an effect on the average polarizability of a molecule (assuming
that it is possible to use an ordinary potential term in the Hamiltonian
instead of an antisymmetric zero-order wave function), and it furthermore
takes over the low density statistical fluctuations in the induced depole
moments, neglecting fluctuations in the polarizability of the molecules.

From a more fundamental point of view it would be more satisfactory if
instead of an analysis based on individual molecules (which implies neces­
sarily a two-step procedure), the theory could be based on a (quantum)
statistical treatment on an assembly of electrons and nuclei.
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Chapter III

DEVIATIONS FROM ADDITIVITY OF THE
INTERMOLECULAR FIELD AT HIGH DENSITIES

§ 1. Introduction. For the statistical evaluation of physical properties of
compressed gases, of liquids and solids the intermolecular field *) is usually
assumed to be additive, i.e. the interaction field may at all densities be written
as a sum of terms referring to isolated pairs of molecules. This statement is
known as the “additivity of intermolecular forces”. The assumption of
additivity is obviously not valid for molecules which tend to associate and
for molecules which form hydrogen bonds. We restrict ourselves to forces
between spherically symmetric atoms and we exclude from consideration
the types of forces mentioned above.

Since the smallest number of molecules for which nonadditive contributions
may arise is three, we consider a group of three identical spherically
symmetric atoms or molecules, a, b and c, with closed shells of electrons. The
interaction between the atoms will be evaluated by applying perturbation
theory, on the basis of the valence bond method, which is useful for simple
systems. The zero-order wave function is written as

=  %i (— 1)* Px <pa % <pc, (1)
except for a normalizing constant. The wave function <pa is a solution of the
wave equation

Eoa = J<pt H0a <pa dr,
where E0a is the energy eigenvalue for the ground state of a free atom a, and
H0a is the Hamilton operator for the free atom. Further, Px is any permu­
tation operator of the symmetric group on 3n particles; n is the number of
electrons per molecule. The group consists of (3n) ! elements and A is even or odd
for even and odd permutations, respectively. The operator Px can be written as

P X  =  P la  P lb  P ic  Plabc>

*) The term “intermolecular field” refers to the interaction energy of a special microconfiguration
of molecules and not to an ensemble average. Even if the assumption of additivity is valid then the
ensemble averages can in general not be written in terms of contributions from isolated pairs of
molecules.
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where PXa refers to a permutation between electrons of atom a, etc., and
Piabc is a permutation between electrons on different atoms. The Hamiltonian
of the system of three interacting atoms is

+  (2)

where H0 is the Hamilton operator for three noninteracting atoms and H'^
is the interaction operator. First-order perturbation theory gives the re­
pulsive interaction between the atoms. From the calculations by P. R o-
s e n 1) it appears that first-order forces between three helium atoms are not
equal to the sum of interactions between isolated pairs; this means that
repulsive forces between spherical atoms do not have the property of addi­
tivity *). The larger the “overlap” of wave functions the greater is the nonad­
ditive contribution. Therefore the nonadditivity is larger in the case of an
equilateral triangle of atoms than for other configurations having the same
triangular perimeter. R o s e n  obtained the following results

_  i i c  „ -0 .3 3 (3 » )

E* + E^ + Ebc
for the equilateral configuration; R is the distance between pairs in units of
Bohr radii. The nonadditive term is E E ^  is the first-order interaction
for an isolated pair ab, etc. For the linear symmetric case the result is

^ dbc __  I Q o  p — 0.66(4R )

E+ + Eac +  E~ ~  ' '
with R, 2R the distances between pairs. For the equilateral triangle the error
involved in neglecting nonadditivity is one percent or less if i? >  4.8 Bohr
radii. The error involved for the linear symmetric configuration has the
opposite sign and is always less than for the equilateral triangle in the region
considered (R > 1.8 Bohr radii). For large separations E^JZE^  =  — I is a
good approximation in the equilateral triangular case; 1 is the overlap
integral. Therefore the effect of nonadditivity is negligible if the overlap
integral is small compared with unity.

On increasing the distances between the atoms the first-order forces
decrease rapidly. The second-order interactions become predominant, and
the evaluation of these forces may at large distances be based on a zero-order
wave function which is a simple product of atomic wave functions

w0 =  Wa W„ Wc, (3)
with

v.  =  s *  ( -  i)uPu<p.,
and the Hamiltonian

H =  H0 +  H^c-
«) T his could have  been s ta te d  a priori, since firs t-o rder forces are the  roo ts of secular-equations

which are in general irra tional.
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L o n d o n 2) and M a r g e n a u 3) have shown that second-order forces are
additive, if the zero-order wave function may be written as in (3), i.e. if
overlap of wave functions may be neglected. A x i 1 r o d and T e l l e r 4) 6)
applied third-order perturbation theory to the interactions between neutral
atoms, again for a zero-order wave function (3). It was observed that this
order reflects the interactions between triplets of molecules, giving rise to a
nonadditive effect in the dipole dispersion forces. The magnitude of this so-
called triple dipole interaction can be illustrated by comparing it with the
dipole interaction for three rare gas atoms, as calculated on the basis of three
isolated pairs. For convenience we consider again two configurations: an
equilateral triangle and a collinear array. The results are

£ * /(£ *  +  Em +  E J  «  -  (11/32) a/R3

for the equilateral triangle, and (4/43) a/R3 for the collinear array. The
second-order forces between isolated pairs are Eab, EM and Ebc and are
counted negative. The polarizability of a free atom is a ; R and 2R are again
the distances between pairs. The results show that the attractive field is
decreased in the equilateral triangle and increased for the linear symmetric
array, compared with an additive sum over isolated pairs. For the crystals
of neon, argon, krypton and xenon, (11/32) ulR3 is equal to 0.0041, 0.0099,
0.0139 and 0.0166, respectively. A x i 1 r o d 6) summed the third-order
interaction energy for crystals of the heavy rare gases. This energy is positive,
thus decreasing the attraction between the molecules, and amounts to two to
nine percent of the cohesive energy of the crystals of the heavy rare gases. It
is not possible on this basis to explain why the rare gases (except helium)
crystallize in the face centered cubic structure instead of in the slightly more
dense lattice of hexagonal symmetry. A x i 1 r o d evaluated the difference in
triple dipole energy between the two lattice types and found that, although
this energy favors the cubic structure, the difference is only of the order of
one tenthousandth of the cohesive energy and hence does not explain
the absolute stability of the face centered cubic lattice (see also the next
chapter).

The nonadditivity calculations of R o s e n  and A x i 1 r o d are straight­
forward extensions of the evaluation of first- and second-order interactions
between two atoms or molecules. Two remarks may be made in connection
with the third-order interactions. First, at the densities where the nonadditive
effect is not negligible, the interaction may not be restricted to induced
dipoles only, but must include poles of higher order. Second, it is doubtful
whether a zero-order wave function of the form (3) is still a good starting
point at the densities of the crystals, where the repulsive forces are of the
order of one half of the attractive field. This indicates that a zero-order wave
function should be used which is at least antisymmetric with respect to
nearest neighbors. For instance, if of the three atoms a, b, c two are close
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together (a, b) and one is far apart (c), then the zero-order wave function
should be written

^0 =  (Z** ( -  1)" PM v a V„) Wc, . (5)
instead of (3), i.e. the second-order forces between (ab) and (c), as calculated
on the basis of isolated pairs, may be different from the result obtained with
a wave function of the form (5). The purpose of the following calculation is to
indicate a method by which the effect of exchange terms on the second-order
interactions may be estimated, based on the model of the “caged” atom or
molecule.

§ 2. Formalism. We consider a system of N  identical, spherically symmetric
atoms a, b, . . N  with closed shells of electrons. The model of the caged
atom is based on the assumption that the exchange interactions between
electrons on different atoms may be replaced by an ordinary potential term
(see also discussion at the end of this chapter). For the evaluation of second-
order forces between neutral molecules this implies that we may start the
perturbation calculation from a zero-order wave function which is a simple
product of atomic wave functions

Vi =  V* V» V* ..  • • ( 6)

and the Hamiltonian
H =  H0 +  H', (7)

where H' is the usual interaction operator. The Hamiltonian H0 includes the
potential term for the exchange interaction between electrons on different
atoms, with

H0 =  S. H0a,
and where

Hq« =  H qcl +  Fa(r). (9)

The Hamiltonian for a free atom a is H0a, and Va(r) is the potential term
replacing the effect of exchange; r is the distance from the center of atom a.
The wave functions Wda are solutions of the equations

Ho„ Fda =  (£o* +  K )  « V  (10)

The energy of the ground state of a free atom is E0 and E'a is the first-order
interaction between atom a and its neighbors; E'a is a function of the density
of the system. Solutions of the wave equations (10) are possible if e.g. Va(r)
has the form of a boundary condition

VJr) =  0 for r <  R
( 11)

=  oo for r >  R]

R is called the “radius of the cage” of atom a. In principle, the value of R can
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be determined if E 0a and E'a are known (from solutions for the free atom and
of the determinantal wave equation for the first-order interaction). In
practice one solves (10), with the condition (11), for different values of R.
Then it is assumed that the pressure

P  =  -  {\lAnR2)dE'JdR,

which the electron “gas” exerts on the wall of the cage, counterbalances the
external pressure of the whole gas7). In doing so, a rough model of the effect of
exchange terms is used. The wave equations (10) have been solved for hydro­
gen atoms 8~10), helium atoms 11), the hydrogen molecule ion 12) and argon
atoms 1S).

§ 3. Second-order forces. W ith the new zero-order wave functions Wia
perturbation theory is applied up to the second order. The first-order change
in energy is identically zero, and in second order the dispersion forces are
again additive, but now with respect to the new unperturbed state of caged atoms.
If we write for the attractive field between a pair of caged atoms <p$, then
we have for the to tal second-order interactions

( 12)

On the other hand, the dispersion forces in a system consisting of isolated
pairs of atoms are

m 'M M :  ( 13)

If <p{d) i=- <pw , then the dispersion forces are nonadditive with respect to
isolated pairs. London’s expression for the dipole forces between two atoms is

<pf =  -  3 F0 al!4r% (14)

where F 0 is the first ionization potential of a free atom and Oq is its polariza­
bility; is the distance between the centers of the two atoms. In  the same
approximation we obtain for the dipole forces between a .pair of “caged”
atoms

^ = - 3 F 4 a > ‘,  (15)

Here, Vd is the first ionization potential of a caged atom in its unperturbed
state and ad is the polarizability of a caged atom. As follows from the calcu­
lations on the caged atom or molecule, both Vd and aA are smaller than  their
values for the free atoms. Physically this means th a t exchange effects
compress the electron clouds and this results in a decrease of the intrinsic
dipole moment and in an increase of the fundamental frequencies of the
electrons.

Consequently, the second-order forces are weaker than  calculated for
isolated pairs. If we take a pair of atoms ij, then a measure of the nonadditive
effect will be given by

{<pf — =  2Aa/a0 +  A V jV 0, (16)
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where we have substituted a* =  a0 +  Act, Vd =  V0 +  A V, and only linear
terms have been taken into account. The values of Aafa0 and of A V/V0 must
be taken from the theoretical calculations on the caged atom; for argon from
references 7 and 13. At a temperature of 25°C and a density of 600 Amagat
Aa/a0 =  — 3.2 X 10~2. It is difficult to give an good estimate for AV/V0, but
for helium we may replace A V/V0 by approximately AE/E0, where E0 is the
energy of the ground state of a free helium atom. Reference 11 then gives for
helium at a pressure of 5 X 10* atm AE/E0 =  — 0.014 and Aa/a0 =  —0.168.
For argon we will assume also that Aa/a0 is much larger than AV/V0 and we
will take as a lower limit of 2Aa/a0 +  AV/V0 a value — 6 X 1 O '2. This means
that at 25 C and a density of 600 Amagat the dipole dispersion forces in
compressed argon are of the order of six percent weaker than calculated on
the assumption of additivity.

Equation (16) may be rewritten in terms of any set of intermolecular
parameters; for instance we have for a Lennard Jones potential field
9 f  =  — 4e(or/r#)6, and a corresponding expression for <pf. The change in the
quantity sob is then

A(eob) =  (2Aa/a0 +  AV/V0) (£<rb)<°> (17)

where the superscript (0) refers to the values of the intermolecular parameters
as determined from low density measurements of the second virial coef­
ficients, etc.

§ 4. Thermodynamic functions. For the calculation of thermodynamic
functions we write for the second-order interactions between two molecules,
including the nonadditive effect in the dipole dispersion forces.

V$ ~  Vip +  (2da/a0 +  AV/V0) (— 4eob/rbj), (18)

with values of e and a as determined from low density data. Next it is assumed
that the atoms may be considered fixed at the centers of their cells as far as
the nonadditive part of (18) is concerned, i.e. the distance r,y may be replaced
by the distance between the centers of cells i and j, R{j. With this approxi­
mation the partition function is a product of two parts and the thermodynamic
functions are additive in the two parts of the field. It should be noted that
the nonadditive effect is independent of temperature in this approximation.
For the internal energy U =  U0 +  A U we obtain

AU =  -  2N(2Aa/a0 +  AV/V0) x (eob/Rb) . Sf=2 (R0/R„)6, (19)

where R0 is the distance between nearest neighbors in the lattice. The value
of the lattice sum in (19) is 14.4 for a face centered cubic array 14) ; further
*o =  4.3 A at a density of 600 Amagat. The values e and a, as determined from
low density pvT data, are 165 x 1 O '16 ergs and 3.405 A, respectively16). When
these values are inserted into (19) we obtain for A U about +  100 cal per mole.
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On account of the model used for the calculation of this nonadditive effect
this value is probably too high. The result indicates, however, that the use of
a simple-product type of wave function for the evaluation of second-order
forces at high densities overestimates the magnitude of the dipole dispersion
interactions.

§ 5. Relative magnitude of effects. In terms of perturbation theory the
nonadditivity in the repulsive forces is a first-order effect, the effect of
exchange terms on the dispersion forces between atoms is of the second order,
whereas Axilrod’s nonadditive effect is of third order. Evidently this does
not imply that the relative magnitude of these effects has always this same
order. The nonadditivity in the first-order forces will predominate at the
highest densities. In the crystals of the heavy rare gases the first-order
interactions are only about half as large as the forces of second order and the
three nonadditive effects may be of comparable magnitude. Quantitative
comparison between these calculations and experimental values of the
sublimation energies of crystals at absolute zero is possible only if the inter-
molecular field between two molecules is accurately known. It will not be
attempted here to give such a comparison on the basis of the Lennard Jones
potential field, because there are indications that this form of the interaction
field does not accurately represent the molecular interaction at small
distances between the molecules (see further chapter V).

Another aspect of the possible importance of nonadditive contributions to
the intermolecular field at high densities may be mentioned here; it will be
discussed in more detail in the next chapter. K i h a r a 16) has shown that a
Lennard Jones (6, n) potential field fails to explain the absolute stability of
the fee structure as compared with the hexagonal crystal of closest packing,
for any acceptable value of n, if additivity of intermolecular forces is
assumed. For an additive “exp-six” potential of the form

however, the cubic structure can become more stable than the hexagonal
lattice if a < 8.675 (K i h a r a, loc. cit. *). The separation between two
molecules is r; e is the depth of the potential well, r0 is the position of the
minimum and a is a parameter which measures the steepness of the repulsion
energy. To avoid effects due to nonadditivity at high densities, the accurate
determination of the parameters e, a and r0 must be based on experimental
second virial coefficients and measurements of transport properties at
moderate densities and at high temperatures. This has been done recently by

*) K i h a r a  assum es th a t  th e  zero-poin t energy  does n o t p lay  an y  essential role regard ing  the
s ta b ility  of th e  face cen tered  cubic s tru c tu re  since helium , desp ite  its  large zero-point energy,
crystallizes in the  hexagonal closest packing.

,«(1—r/r0)
6 la L a (20)
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M a s o n  and R i c e 11) for helium and hydrogen. They found that a
potential of the form (20) is definitely superior to a Lennard Jones
potential. A combination of high temperature measurements at moderate
densities with accurate data on the sublimation energies of the crystals at
0°K and on zero-point energies will give information on the importance of
nonadditive effects at high densities.

§ 6. Discussion. The results of the foregoing analysis indicate that devi­
ations from additivity of the intermolecular field are not negligible at the
densities of the crystals of the heavy rare gases; the same result must be
expected with diatomic or polyatomic molecules. However, considerable care
must be exercised in the interpretation of these results. The analysis was based
on the method of the caged atom or molecule; in this method it is assumed
that the effect of exchange between electrons on different molecules may be
replaced by an ordinary potential term. The validity of this procedure lacks
theoretical proof. A comparison between experimental results for compressed
argon and calculations of the change in kinetic energy of the electrons and of
the polarizability as a function of density, baséd on the caged atom model,
has been made especially by t e n  S e l d a m  and de  G r o o t 7) 13). It
appears that the caged atom model predicts correctly the qualitative be
haviour of these physical properties at high densities. Quantitative infor­
mation about the validity of the assumption inherent in the caged atom
model is, however, much more difficult to obtain. First, the caged atom
method is based on a static model, in which the effect of density fluctuations
is neglected. It was discussed in Chapter II that fluctuations in the local
density of the system play an important role for the explanation of the
change in the Clausius-Mosotti function with density and that the density
dependence of the average polarizability of the molecules can be determined
in a simple way only in the density region where contributions from clusters
of more than three molecules may be neglected. Second, the Yvon-Kirkwood-
de Boer statistical theory, supplemented to include the effect of molecular
interactions (Chapter II), is essentially a low-density calculated and can,
therefore, not be used at the high densities where the caged atom model is
usually applied. Fortunately the effect of fluctuations is probably not im­
portant at high densities (beyond 400 Amagat), but for the second reason
mentioned the Clausius-Mosotti function is not a suitable physical property
for the comparison with calculations based on the caged atom model.

An interesting suggestion has recently been made by N ij b o e r 1S). In­
stead of measurements on the electric susceptibility of compressed gases, he
proposes that diamagnetic susceptibilities be determined. In view of the
smallness of the induced magnetic moments, collective effects (fluctuation
phenomena) may be neglected and therefore the internal field may be taken

37



equal to the external field. It follows then that the diamagnetic susceptibility
per unit mass is given by

Xd=  -  {N<?l6mc2M) E j|, 7it - (21)

where M  is the molecular weight, N  is Avagadro’s number, n is the number
of electrons per molecule and r\ is the averaged square of the radial distance
of the t-th electron to the nucleus. Comparison of this expression with the
Kirkwood variational expression for the polarizability of a molecule

a =  (4/9«a0) (£”=1 >f)2 (22)

(a0 is the radius of the first Bohr orbit of hydrogen) shows that the polariza­
bility is directly proportional to the square of the diamagnetic susceptibility.

It would then be possible to separate the contributions due to inter-
molecular (collective) from those due to intra-molecular effects (“individual”
effects, i.e. the influence of interactions on the physical properties of an
“individual” atom or molecule) to the deviations from constancy observed
for the Clausius-Mosotti expression as a function of pressure. As a result the
predictions of a “collective” theory such as Kirkwood’s, as well as those of an
“individual” theory like the caged atom model of d e G r o o t  and t e n
S e 1 d a m could be tested separately.

This prediction is, however, based on the additional assumption that the
influence of intermolecular forces figures in the Clausius-Mosotti function
only as an average change of the polarizability of a molecule, i.e. that for the
evaluation of the effect of molecular interactions each molecule may be
treated individually. It has been shown in Chapter II of this thesis that this
assumption is only valid in the region of densities where contributions from
clusters of more than three molecules may be neglected. In general the effect
of molecular interactions on the Clausius-Mosotti function contains “col­
lective” terms, due to fluctuations in the interaction field between the
molecules.

More direct information can be obtained from measurements of the change
in kinetic energy of the electrons with the density. This information is taken
from pvT-data by an application of the “virial theorem”, which is based on a
statistical consideration of an assembly of nuclei and electrons. Difficulties
arising from the “individuality of the molecules” do not occur and the virial
theorem is therefore valid both at low at high densities. From a more funda­
mental point of view it would be more satisfactory to reformulate the theory
of molecular polarization in terms of electrons and nuclei (see also end of
chapter II).

The results of the analysis of this chapter may be summarized as follows:
It can be proven that the intermolecular field at high densities deviates in
general from the assumption of additivity. An approximate evaluation of
these deviations for second-order forces between neutral molecules can be
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given in a general way if it may be assumed that the exchange forces between
electrons on different atoms may be replaced by an ordinary potential term.
(Even if this assumption is valid, then the caged atom model gives only
approximate results because of the special form chosen for the exchange
potential function).

It must be expected that better knowledge about the importance of non­
additive effects (i.e. “manybody” o r ‘‘multibody” interactions) in the inter-
molecular field can be obtained from a consideration of the stability of crystal
structures for the rare gases; this will be attempted in the next chapter. A
general treatment of this problem of stability of crystal structures was under­
taken by B o r n  and co-workers 21). Instead of considering the problem
which structures are stable and which are unstable, we will discuss the more
special question why the heavy rare gases crystallize in a face centered cubic
lattice and not in the almost identical structure of hexagonal closest packing.
This problem has to do with the precise form of the intermolecular field and
with the importance of multibody interactions *).
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Chapter IV

ON INTERMOLECULAR FORCES
AND CRYSTAL STRUCTURES OF THE RARE GASES

§ 1. Introduction. For the accurate determination of intermolecular para­
meters from experimental data, two models for the potential field have been
used most frequently. The first model is the Lennard Jones (s, 6) potential

<P(r) =  y —  [6(r0/r)s -  s(r0/r)bl  (i)

The distance between the centers of two molecules is r and e is the depth of
the potential minimum (at r = r0). The second model is the “modified”
Buckingham potential (a, 6), also called the “exp-six” potential, which may
be written in the form

<p(r) =  — ~  [6ea{l~rlr°) — a(r0/r)b], (2)
U  —  O  '  '

where a is a parameter which measures the steepness of the repulsion
energy. The second potential is somewhat more realistic than the first, since
theoretical calculations give an exponential decrease of the first-order inter­
actions with increasing r. C o r n e r 1), employing a Buckingham potential
with an additional term for the induced dipole-quadrupole interaction (varying
as r ) has shown how the various parameters may be determined accurately
for neon and argon by combining gas properties and crystal data. In the
calculation of the crystal energies, C o r n e r  took into account the influence
of zero-point energy. M a s o n  and R i c e 2) extended this method to
include experimental transport properties for a number of simple, nonpolar
molecules, using the modified Buckingham potential as a model. The resu ltin g
values of a are: neon 14.5; argon 14.0; krypton 12.3 and xenon 13.0. These
values are of interest for the following calculations.

The question which we will discuss in this chapter is whether a potential
function of the form (1) or (2) can explain the observed crystal structures of
the rare gases. As is known from experiments, neon, argon, krypton and xenon
crystallize in a face centered cubic lattice, whereas helium forms hexagonal
crystals under pressure.
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L e n n a r d  J o n e s  and I n g h a m 3) calculated the potential energy
of molecular crystals for three types of cubic lattices: simple cubic, cubic body
centered and cubic close packed (face centered cubic). They found that for a
potential of the form

W )  =  KI?” — m < n
the face centered cubic structure is more stable than the body centered, and
a body centered more stable than a simple cubic lattice. However, there are
two structures of closest packing, cubic and hexagonal. The number of
nearest neighbors in both structures is 12; the number of next nearest
neighbors, which are 2* times farther away from the central molecule, is 6.
both in the cubic and in the hexagonal lattice. In the cubic crystal the
molecules in the third shell are 3* times farther away from the central
molecule, but in the hexagonal lattice this distance is only (2+ §)* times the
distance between nearest neighbors.

K i h a r a and K o b a 4) -extended the calculations by comparing the
potential energies of the hexagonal and the cubic close packings. These
authors used the potential functions (1) and (2) with the parameter s varying
between 7 and 18, and a in (2) between 8.5 and 18. Their results for the Len-
nard Jones potential show that in this case the hexagonal lattice is more
stable than the cubic structure for any value of s. The results for the Buck­
ingham potential are particularly interesting, since they show that for
a <  8.765 the face centered cubic lattice is more stable than the hexagonal
packing, whereas for a >  8.765 the hexagonal crystal is the stable one.

Two remarks should be made in connection with these results. First, the
limiting value of a is much lower than the experimental values for the rare
gases neon, argon, krypton and xenon, which crystallize in the face centered
cubic structure. Second, the value a ~  8.765 is very extreme for the modified
Buckingham potential, since the lowest value of a which gives a potential
minimum is about 8.5. In addition, Kihara and Koba neglected the effect
of zero-point energy on the stability of the crystal structures because helium,
despite its large zero-point energy, crystallizes in the hexagonal lattice (see
K i h a r a ,  ref. 5). As a further simplification the intermolecular field was
assumed to be additive (i.e. the interaction energy may be calculated as
a sum over isolated pairs of molecules).

As possible explanations for the discrepancy between the theoretical and
experimental values of a it should be mentioned first that the inclusion of
zero-point energy may shift the limiting value of a appreciably. Second, it is
known from theoretical considerations that the intermolecular field is not
strictly additive 5). Since manybody forces are not spherically symmetric,
their contribution to the crystal energies of the two lattice types may be
different for the following reasons:

1) F o r  r e a s o n s  of  s y m m e t r y .  Directional differences may
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already be manifest in the arrangement of the first neighbors. An explanation
in this direction has been suggested by P r i n s 6). He supposes that a
compression of the 8-electron shell of the heavy rare gases is in: the cubic
structure more favorable than in the crystal of hexagonal symmetry.

2) F o r  r e a s o n s  o f  d e n s i t y .  Nonadditive contributions weaken
the attractive forces between the molecules. The two first shells of molecules
are at the same distances from the central molecule in the two lattices, but
the third shell is somewhat closer to the central molecule in the hexagonal
lattice. Therefore, nonadditive contributions to the attractive forces tend to
stabilize the cubic lattice. A x i 1 r o d 7) evaluated the third-order non­
additive effect for the noble gases and compared its magnitude for the fee and
hep crystals. It was found that this effect favors the fee structure, but the
difference between the two lattices is only of the order of one tenthousandth
of the cohesive energy and hence cannot explain the absolute stability of the
fee structure.

Accurate calculations of other nonadditive effects are not available. We
therefore restrict ourselves mainly to the determination of the total energy of
the crystals at absolute zero, with the inclusion of zero point energy,assuming
that the assumption of additivity is valid and that the intermolecular forces
have spherical symmetry.

§ 2. Determination of zero-point energy. The zero-point energy of a molecu­
lar crystal is calculated using the method proposed by C o r n e r 8). In the
model Comer uses, the molecules carry out harmonic oscillations about their
equilibrium positions. The frequency of oscillation is calculated for one
molecule with the other molecules at rest. The following expression for the
zero-point energy is then obtained

U,P/e =  F(s) A* (3)

for a Lennard Jones potential (s, 6), with

A* — hja (me)K

(4)

(5)
The intermolecular distance between two molecules for zero potential is a

and m is the mass of a molecule. Further, R0 is the nearest neighbor distance
in the crystal, and the Cs are crystal sums for the fee lattice, tabulated by
L e n n a r d  J o n e s  and I n g h a m 3) and by K i h a r a and K o b a 4).
In case of a hexagonal lattice, analogous equations hold for the zero-point
energy, with Cs replaced by the hexagonal crystals sums Hs. Values for the
crystal sums Hs were determined by G o e p p e r  t-M a y e r and K a n e 9)
and K i h a r a and K o b a .
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The range A* =  0.1 to 0.7 covers all rare gases except helium. The zero-
point energy of helium is so large that it cannot be calculated on the basis
of Comer’s model of harmonic oscillations; we will therefore not discuss the
helium crystal. For the Buckingham potential (2) the expression for the
zero-point energy is

Uxp/e =  G(a) A* a
a — 6

a 1
L\2 ~  R*

M X  - § * * )

where

^» *?(!)*/! a — 6/_
1* , 1x(a)

and x(a) =  r0ja is a solution of the transcendental equation

6 exp (a — a\x) =  a x6;

c8 y
R*8J ’ (6)

(7)

(8)
R* is the reduced lattice distance R0/r0. Values for G(a) can be computed
from a table given by H i r s c h f e l d e r  and R i c e 10) for the range
a — 12.0 to 15.0. These values, completed with those for a =  10.0 and
a =  16.0, are listed in the following table I.

TABLE I

Reduced separation a /r0 a t which the modi-
tied Buckingham potential is zero, and values

for the function G(a)
a l /x  =  o/r„ G(a)

10.0 .8547 4895 .1767 1798
12.0 .8761 0051 .2025 1215
14.0 .8891 0396 .2197 0790
16.0 .8986 0719 .2322 3200

We have not taken into consideration values for a lower than 10.0, since in
this region the modified Buckingham potential becomes unrealistic. More­
over, the experimental values for a lie all above 12.0. For the hep lattice the
expression for the zero-point energy is the same as (6), except that C8 is
replaced by He.

§ 3. The crystal energies at absolute zero. The expression for the zero-point
energy must be added to the potential energy of the crystals, to give the
total or sublimation energy. As was stated before we assume that the
molecular forces are additive. For a Lennard Jones potential the energy per
molecule is

U Potle
1

2(s ~~6) (*)'«— te ) (9)
for a fee lattice. In case of a hep structure the quantities Cs, Cb are replaced
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b y  Hs and Hb. The distance R0 between nearest neighbors is determ ined by
adding (3) and (9) and differentiating w ith  respect to r0/R0, i.e.

or

Wp a. + ^ / s ( ~ )

0 =
6s

s — 6

+  F(s) A*
s — 1) (s -)- 2)

• (10)

This equation is solved num erically b y  trial and error. An analogous ex ­
pression holds for the hep lattice,' again w ith Cs replaced b y  Hs, etc. The
equilibrium  value of r0/R0 is then substituted  into the sum  of (3) and (9) to
give the to ta l energy of the crystal at absolute zero.

For the Buckingham  potential the expression for the potential energy per
m olecule is

Upot/e —
1

2[ « ~ 6)
[ 7 2 ,
L R*b J ( 11 )

where 0  is a function of aR*, introduced by C o r n e r 1) and defined by

2 .  god-',/>•<» g  l 2 0 e ail~R'K

The sum m ation extends over all the lattice sites of the crystal. Comer
tabulated values of 0  for the range aR* =  10.5 to  16 and a fee crystal. H is
results have been supplem ented w ith those for aR* =  8, 8.5, 9, 9.5, 10 and
17 for the cubic lattice. Further, values of 0  for the hep lattice were de­
term ined in the range aR* — 8, 8.5, . . . ,  16.5. These values are listed  below
in Table II. The equilibrium value of R* is again calculated from
d(Upot +  U,p)/dR* =  0; th is gives, w ith (6) and (11)

72 (0  -  0')

24 e**1-**1

where 0' — d0ld(aR*). Comer has given values of 0  — 0' for the fee lattice;
his results were extended to  include the hexagonal lattice. Values of 0  — 0'
are also given in Table II.
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TABLE II

Crystal functions for the fee and hep lattices

a S *
fee hep

© © — © ' © © — © '
8 1.024365 1.036574 1.024450 1.036677
8.5 19022 28334 19096 28428
9 14930 22086 14995 22173
9.5 11773 17314 11829 17389

10 9323 13640 9370 13703
10.'5 7409 10790 7448 10843
11 5906 8567 5938 8612
11.5 4721 6824 4747 6861
12 3783 5451 3804 5481
12.5 3037 4365 3054 4389
13 2443 3503 2456 3522
13.5 1968 2818 1978 2832
14 1587 . 2267 1595 2280
14.5 1281 1828 1288 1838
15 1036 1476 1041 1483
15.5 838' 1103 842 1198

.16 678 965 681 969
16.5 *— — 552 —

■ P 445 632 635

§ 4. Results for the Lennard Jones (s, 6) potential. The analysis was carried
out for a Lennard Jones potential with the parameter s varying between 7
and 16, and for values of the zero-point energy parameter A* =  0.1, 0.2,
. .. 0.7. The results for A* =  0 can be found in the paper by K i h a r a and
K o b a 4). From eq. (10) the equilibrium value of r0/R0 is calculated for
each set of parameter values s, A*. The potential energy is obtained by

table in
Potential, zero-point and total energies of a fee and a hep lattice, for a Lennard Jones potential (s, 6)

A* =  0.3
relative

5 Upotle t v * Ufccl£ Upotl £ Uxpl B ^ hcple difference
( x  10s)

16 — 7.899357 1.150837 — 6.748520 -  7.900080 1.150818 -  6.749262 — 11.0
14 — 8.063533 1.067337 — 6.996196 -  8.064274 1.067319 — 6.996954 — 10.9
12 —  8.493963 1.112427 —  7.381536 -  8.494757 1.112415 -  7.382342 — 10.9
10 — 9.100284 1.096064 — 8.004220 — 9.101057 1.096060 — 8.004997 -  9.7
9 — 9.591565 1.094049 — 8.497516 — 9.592297 1.094052 — 8.498245 — 8.6
8_ — 10.32791 1.101872 — 9.226041 — 10.32856 1.10188^ — 9.226681 -  6.9
7 — 11.52693 1.129351 — 10.39758 — 11.52741 1.129369 — 10.39804 — 4.4

A* =  0.7.
16 -  7.152369 1.643276 — 5.509093 -  7.153209 1.643473 -  5.509736 — 11.7
14 — 7.087318 1.394353 — 5.692965 — 7.088160 1.394506 — 5.693654 — 12.1
12 — 7.991562 1.891553 -  6.100009 -  7.992460 1.891722 — 6.100738 — 12.0
10 -  8.698353 2.013700 — 6.684653 -  8.699060 2.013681 — 6.685379 — 10.9
9 -  9.234731 2.052129 -  7.182602 — 9.235421 2.052125 — 7.183296 -  9.7
8 — 10.01250 2.128352 — 7.834150 — 10.01314 2.128365 -  7.884775 — 7.9
7 — 11.24837 2.244176 -  9.004198 — 11.24888 2.244209 — 9.004669 — 5.8
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substituting r0/R0 into (9) and (3) gives the zero-point energy. It appears
that the values for the relative differences (Uhcp — C//ec)/10s|C7/cc| are nega­
tive and of the same order of magnitude for all values of A* considered,
(between 0 and 0.7). As an illustration, table III gives the numerical results
for A* =  0.3 and for A* =  0.7.

A negative relative difference means that the hep lattice is more stable
than the fee crystal structure. Note that the differences are only of the order
of one tenthousandth of the cohesive energy.

The conclusion which can be drawn from the analysis is that for an additive
Lennard Jones potential (s, 6) and any plausible value of the parameter s,
the hexagonal lattice is more stable than the cubic structure, including zero-
point energy effects. It is seen also that the nonadditive third-order effect
in the London forces 7) is of the same order of magnitude as the differences
in the last column of thé tables above, but this time in favor of the face
centered cubic lattice.

§5. Results for the modified Buckingham potential (a, 6). The numerical
solution of (12) is much more laborious than for the corresponding expression
(10) in case of a Lennard Jones potential. We therefore follow another pro­
cedure: eq. (12) and the corresponding equation for the hep lattice are solved
numerically for A*, with a and R* as parameters. For each value of a, R* is
estimated such that the solution for A* lies within the range 0, . . . ,  0.7.
This process is repeated till the density of values for A* in the range is suffi­
cient. The crystal functions 0  and 0  — 0 ' must be interpolated from the
values given in the table (II). The values for R* and A* are then substituted
into (11) and (6) to give the potential and zero-point energies of the fee and
the hep lattices. The differences in R* between the two structures, belonging
to the same a and A*, are not larger than one unit in the fifth decimal place;
these differences have been neglected in the results below. The same quali­
tative results are obtained as with the Lennard Jones potential field; the
relative differences in the total energies are negative and of the same order

TABLE IV
Potential, zero-point and total energies of a f cc and a hep lattice, for a modified

Buckingham potential (a , 6)
relative

a A * U poti£ U ,p le U  feel£ U po tl£ ^  z p l£ k hcpl£ difference
(x  10»)

16 0.299023 —7.960695 1.133036 —6.827660 —7.961577 1.133129 —6.828448 — 11.5
0.647619 —7.455090 1.765990 —5.689101 —7.455755 1.766198 —5.689557 -  8.0

14 0.258588 —8.248339 0.974111 —7.274228 —8.249283 0.974174 —7.275108 — 12.1
0.651189 —7.824520 1.849335 —5.975186 —7.825406 1.849469 —5.975937 — 12.6

12 0.286972 —8.653540 1.017860 —7.635680 —8.654535 1.017904 —7.636632 — 12.5
0.719104 —8.272319 2.007954 —6.264365 —8.273294 2.008035 —6.265260 — 14.3

10 0.308336 —9.539230 1.021824 —8.517406 —9.540053 1.021766 —8.518287 — 10.3
0.742324 —9.290628 2.110625 —7.180003 —9.291580 2.110627 —7.180953 — 13.2
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of magnitude (one tenthousandth of the cohesive energy) for all values of A*
in the range between 0 and 0.7. As was stated before we have not included
values for a lower than 10 in the analysis, because for a <  10 the modified
Buckingham potential becomes physically unrealistic. In addition, the
experimental values of a for the rare gases lie between 12 and 15, so that we
are only interested in stability conditions for a > 10. In table IV the results
are illustrated for A* in the neighborhood of 0.3 and 0.7.

The results show that for an additive “modified” Buckingham potential
the hep lattice is again somewhat more stable than a face centered cubic
structure. The difference is of the same order of magnitude with or without
zero-point energy, and also of the same order as for an additive Lennard
Jones (s, 6) potential form.

§ 6. Discussion of the results. The results of this analysis confirm the
conclusions reached by K i h a r a  and K o b a 4), who neglected the
influence of zero-point energy on the stability of the crystals, that both for an
additive Lennard Jones (s, 6) potential and a modified Buckingham potential
(a, 6), with a >10,  the hep lattice if slightly more stable than the fee
structure for the heavy rare gases neon, argon, krypton and xenon. Although
the difference in energy between the two structures is only of the order of
one tenthousandth of the cohesive energy, the constancy of this difference
over the wide range of values for the parameters s and a seems to indicate
that an explanation for the crystal structures of the heavy rare gases cannot
be obtained by a slight adjustment in the interaction potential between two
atoms or molecules, but will probably lie in the consideration of manybody
forces, i.e. in a deviation from the assumption of additivity. As was mentioned
before (§ 1) the preferrence for the fee structure may then arise from differ­
ences in symmetry between the crystals (e.g. a compression of the electron
clouds is more favorable in the fee lattice than in the hep crystal, see
P r i n s 6)) or primarily from a difference in density (nonadditive contri­
butions weaken the attractive field and therefore tend to favor the cubic
structure) *).

In connection with the difference in cohesive energy between a fee and a
hep structure it is of interest to mention that the diatomic molecules nitrogen

*) Further evidence that intermolecular forces are not quite additive may be obtained from
measurements on the coefficients of elasticity of molecular crystals (see e.g. HCB, Chapter 13, p.
1035, footnote). Nonadditive contributions will, in general, cause a deviation from the Cauchy-
relations (for an extensive discussion of the Cauchy-relations, see especially I. Stakgold, Q. Appl.
Math. 8,  (1950) 169). However, as was pointed out by L. S a l t e r  (Phil. Mag. 45, (1954) 360),
deviations from the Cauchy-relations do not necessarily invalidate the hypothesis of two-body forces
(for solids of the inert gases), since these deviations may also be due to the influence of zero-point
energy.

It would be important if the elasticity of molecular crystals could be measured accurately at very
low temperatures; the experimental difficulties, are, however, very great. ( B a r k e r  et al., Phil.
Mag. 77 (1953) 1182.
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and carbon monoxide crystallize in the face centered cubic lattice at very
low temperatures. At higher temperatures (35.6PK for nitrogen and 61,57°K
for carbon monoxide) a transition occurs to the hexagonal lattice. In this case,
however, is the stability of the fee structure at the lowest temperatures
determined primarily by a preferred orientation of the molecular axes. This
problem will be discussed in more detail in chapter VI.

R E F E R E N C E S

1) C o r n e r ,  J . ,  T rans. F ar. Soc. 44  (1948) 914.
2) M a s o n ,  E.  A. and R i c e ,  W . E ., J .  Chem. Phys. 22  (1954) 843.
3) L e n n a r d  J o n e s ,  J .  E . and  I n g h a m , A. E ., Proc. Roy. Soc. (London) A 107 (1925)

636.
4) K i h a  r  a, T. and  K o b a, S., J .  Phys. Soc. Ja p a n  7 (1952) 348.
5) K i h  a r  a, T ., R evs. M odern P hys. 25 (1953) 831.
6) P r i n s ,  J .  A. ,  D u m o r é ,  J .  M.  a nd  L i e  T i  a  m  T j o a n ,  Physica 18 (1952) 307.
7) A x i 1 r  o d , B. M., J .  Chem. Phys. 19 (1951) 724.
8) C o r n e r ,  J . ,  T rans. F ar. Soc. 35  (1939) 711.
9) G o e p p e r  t -M a  y  e r,  M. a nd  K a n e ,  G., J .  Chem. Phys. 8 (1940) 642.

10) R  i c e, W . E. and  H i r s c h f e l d e r ,  J .  O . . J .  Chem. Phys. 22  (1954) .

48



Chapter V

CONTRIBUTION TO THE ANALYSIS OF MOLECULAR
INTERACTIONS IN COMPRESSED NITROGEN AND

CARBON MONOXIDE
PART I. THE MOLECULAR FIELD IN THE HIGH DENSITY GAS STATE

§ 1. Introduction. Although nitrogen and carbon monoxide differ very
markedly in chemical behaviour, the physical properties of these gases are
almost the same. This is because they have the same total number of
electrons, almost the same molecular weight and the equilibrium distance
between the nuclei differs only very little. Information from molecular
spectra shows that the molecules have identical ground states; further the
rotational and vibrational constants are remarkably alike. The centers of
symmetry of the positive and negative charges in carbon monoxide do not
coincide but the resulting dipole is very small (0.11 D). In the region of
high densities differences persist (boiling point, melting point, density of the
liquid and solid states, etc.). So far, no theoretical treatment of the differences
has been attempted based on a detailed study of the intermolecular field.

Accurate experimental values of all thermodynamic functions of compressed
nitrogen and carbon monoxide have become available as a result of highly
refined ^FT-measurements. These values will be the experimental basis for
the comparison of the two gases.

An assumption must be made about the form of the intermolecular field
between two molecules. If the charge distributions of two interacting mole­
cules do not overlap appreciably, then the Coulomb interaction can be
developed into multipole fields. Applying perturbation theory, the first order
interaction energy is the Coulomb interaction between the various permanent
multipoles; the second order energy consists of interactions between induced
multipoles. This expression in its general form is too complicated, therefore
some restriction must be made at the outset. It is well known that for
spherical molecules the interaction potential is in many cases adequately
represented by the Lennard-Jones formula:

0(r) =  4e[(o/r)12 — (<r/r)6], . (1)

where e and a are parameters and r is the distance between the centers of the
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two molecules. For non-spherical molecules we have to supplement this
expression by a term due to the interaction between the permanent multi­
poles and by a correction term due to the anisotropy in the induced multipole
field. These correction terms will be denoted by <&A. Writing the Lennard-
Jones potential as we have, formally:

0  =  +  *A- (2)
This approach has the advantage that it is possible to determine the para­
meters e and a from experimental second virial coefficients. Physically
speaking this means of course that in the low density region where the second
virial coefficient is predominant, the average distance between the mole­
cules is so large that the orientation part of the potential field can be
neglected.

The thermodynamic properties of the two gases have now to be discussed
on the basis of equation (2). In section 2, experimental values of the internal
energy, internal entropy and specific heat at constant volume, in the density
region 0-600 Amagat and for temperatures between 0°C and 150°C are
compared. Although the thermodynamic functions can in general not be writ­
ten as the sum of a “Z.-ƒ ’’part and a “A” part, the assumption of additivity
holds at high densities in good approximation (section 3a). This assumption
makes it possible to determine the differences in thermodynamic properties
between the two gases due to different values of the parameters e and a, by an
application of the theorem of corresponding states (section 3b). The calcul-
lations in sections 4, 5 are restricted to the potential field 0 A (orientation
effects at high densities). In sections 4a, b the effect of dipole orientation and
dipole induction for carbon monoxide at high densities is calculated. The
effect of the anisotropy in the induced dipole field will be treated in section
5. The calculations are all based on the assumption that the intermolecular
field may be written as a sum of interactions between isolated pairs of mole­
cules (additivity of intermolecular forces). Deviations from this assumption
at high densities will be discussed in detail in section 6.

§ 2. Thermodynamic properties and intermolecular parameters of nitrogen
and carbon monoxide. In figs. 1-3 experimental data on the internal energy,
internal entropy, and specific heat at constant volume are plotted as
functions of temperature, for a series of densities. In figs. 4 and 5 the differ­
ence between the internal energy respectively entropy of CO and N2 is given
as a function of temperature for different densities. M i c h e l s ,  W o u ­
t e r s  and D e B o é r  *) 2) determined the ^FT-data and calculated the
thermodynamic properties of nitrogen; for carbon monoxide the pVT-values
were determined by M i c h e l s ,  L u p t o n ,  W a s s e n a a r  and D e
G r a a f f 3) and the thermodynamic values calculated by M i c h e l s ,
L u n b e c k and W o l k e r s 4). The experimental data show that the
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differences between N2 and CO increase with increasing density and decrease
with rising temperature, at least at high temperatures.

O 50 IOO I50°C
-  500

400 Am

mole
480

520
560
600

- 7 0 0

-  900

Fig. la. Internal energy of N2 as a function of the temperature for different densities

O 50 IOO ISO °C
- 5 0 0

400 Ammole
440

480

520
5 60
600- 7 0 0

- 9 0 0

Fig. lb. Internal energy of CO as a function of the temperature for different densities.

From values of the second virial coefficients the intermolecular parameters
e and a can be evaluated. The most accurate values seem to be:

CO
£ X 1016ergs 138.2

a A 3.77
e CO/  e N2

(<tco/ffNa)3

n 2
131.3

3.71
1.052
1.051
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If orientation is important at high densities, then it must be reflected in the
internal energy of the system. Further, the system will have a lower entropy,
since the molecules are restricted in their freedom of rotation. The specific
heat at constant volume should be higher than in the case of free rotation,
due to the additional energy required to free the molecules from their

O 5 0  IOO I5 0 °C
-  IOOO

cal
mole.degt.

- 3 0 0 0

si x  io t

400  Am

440

4 80

5 20

5 60

6 00

-  5 0 0 0 N2

Fig. 2a. Internal entropy of N2 as a function of the temperature for different
densities.

IOOO
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Si x  IOmole.degr.

3 0 0 0

I5 0 °C

+» t

400 Am

440

480

520

560

600

— 5 0 0 0 CO

Fig. 26. Internal entropy of CO as a function of the temperature for different
densities

rotational restrictions. Since, however, the thermodynamic properties depend
on the complete potential function (2), we must carry through a detailed
analysis to discern the effect of multiple orientation in the dense state.

§ 3a. Cell theory and the theorem of corresponding states. The statistical
problem of calculating thermodynamic functions of compressed gases from
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the interaction potential between two molecules is in practice almost
impossible to solve. Approximate methods have been developed for low
densities, in the form of a virial expansion, and for very high densities, based
on a cell model. For the high density region calculations were performed by
H i r s c h f e l d e r  c.s.5), using the free volume theory as developed by Len-

Cv
mole.degr.

600 Am
560
5 2 0
4 8 0
440
400

Fig. 3«. Specific heat at constant volume of N2 as a function of the temperature for
different densities.
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O SO IOO 150 °C

Fig. 3b. Specific heat at constant volume of CO as a function of the temperature for
different densities.

n a r d-J o n e s  and D e v o n s h i r e 6). As can be expected on this basis, the
agreement with experiment is best at the highest densities; yet some system­
atic deviations from the data are found. For argon, for instance, the calcu­
lated internal energy is lower (more negative) than the experimental values,
the difference being of the order of ten percent at a density of 600 Amagat.
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For the calculations on nitrogen the potential function was assumed to be of
the Lennard-Jones form; the authors neglected therefore effects of multiple
orientation. Then it is found that the calculated internal energy is higher (less
negative) than thé experimental values; the difference is of the order of ten
percent at a density of 480 Amagat. The authors conclude that the deviation

150 °C

mole 4  O Am

- 1 o

-20
240

- 3 0

- 4 0

- 5 0 400

- 6 0

- 7 0

Fig. 4. The difference between the internal energy of CO and N2 as a function of the
temperature for different densities.

may be due to the non-spherical symmetry of the intermolecular field between
two nitrogen molecules.

For the comparison between nitrogen and carbon monoxide, cell theo­
retical methods are too inaccurate to be used directly for the calculation of
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thermodynamic properties. Therefore we will follow another procedure. It is
wel known that, if the potential field between two molecules is purely of the
Lennard-Jones form, for instance, the thermodynamic functions in “reduced”
form are unique functions of “reduced” variables (theorem of corresponding
states). Then, if we know the ratio of e and a for two gases, we can calculate

O 5 0  IOO 150 °C
0 .0 5

m ole.de^ .

— 0 . 0 5

—  0.10

— O. I 5

------------------------ 600

—  0.20 -------------

Fig. 5. The difference between the entropy of CO and N2 as a function of the
temperature for different densities.

directly the difference in the thermodynamic functions, starting from the
experimental values of one of the two. If the potential field between two
molecules is not spherical the theorem of corresponding states is not appli­
cable in this form. However, if the thermodynamic functions were additive
in the different parts of the potential field, then the theorem of corre­
sponding states may be applied to the corresponding “Lennard-Jones” part
of the thermodynamic functions. It is easily seen that this assumption of
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additivity in the thermodynamic functions is not valid in general. This is
because the thermodynamic functions are ensemble averages statistically
and the probability density for any micro-configuration depends on the
complete potential field. Only if the potential field consists of two parts, one
depending only on the relative positions of the centers of the molecules and
the other part depending only on the relative orientations of the molecules,
then the assumption of additivity holds.

Since cell theoretical calculations show that the Lennard-Jones part of
the potential field is most important at all densities considered and since our
main interest for the comparison between nitrogen and carbon monoxide lies
in the region of high densities (between 400 and 600 Amagat), we make the
following assumption: In the region of high densities the thermodynamic
properties may be calculated as if the molecules were situated at the centers
of their respective cells as far as the'"orientational” part of the potential
field (0j) is concerned.

With this approximation the total partition function of the system is the
product of two parts, translational and rotational, and the thermodynamic
functions are additive in the two parts of the potential field *). For instance
the Helmholtz free energy, F, can then be written as:

F  =  F l-j  +  Fa (3)

The same is true for all other thermodynamic functions.

§ 3b. Application to nitrogen and carbon monoxide. With the approxima­
tion outlined in section 3a, the internal energy of nitrogen and carbon
monoxide is a sum of two parts, one term due to the L —/  part of the potential
field and one part due to 0 A:

^exp —  U l -J +  UA

If we define a "reduced temperature” T* — kT/e and a “reduced volume”
V* =  V/No3, then we obtain from the theorem of corresponding states:

(£/*_ƒ>)co =  (^* -/)n2 (at the same T* and V*) (4)
with Ü* =  U/Ne

This gives:
(UL- j )co =  («co/«n?-(^ l—jt)n, (at the same T* and V*)

and we obtain the expression:

Uco — (eco/%2) ^ n2 =  UA co — (eco/£N2) UA n 2 (at the same T* and V*) (5)

*) J. A. P o p 1 e, ref. 9, used the same approximate method for the effect of dipole orientation
and induction on the cohesive energy of polar liquids. An extensive discussion of this method and
further applications can be found in a paper by the same author: J. A. P o p le , Discussions of the
Far, Soc, No, 15, 35, (1953). 1
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The quantities on the left hand side are known from experiments. In this way
we obtain information on the differences between nitrogen and carbon mon­
oxide due to multiple orientation. In fig. 6, the difference UA co — (eC0/eN2)

is plotted as a function of temperature, for different densities *). Note
that the difference is positive at all temperatures. This is the most accurate
information we can obtain on the difference in thermodynamic properties.
It has been tacitly assumed that the values of the parameters e and a are the
same at high densities as at low densities. This assumption is related to the
“additivity of intermolecular forces” and will be discussed in detail in
section 6.

6 0 0  A m

4 8 0

4 0 0

O 5 0  IOO I5 0 ° C
Fig. 6. UA Co — (£co/eN.) U j  n  as a function of the  tem perature .

§ 4a. The orientation effect of the di-poles of carbon monoxide at high densities.
First we discuss the difference in internal energy between the two gases, due
to the orientation of the permanent dipoles of carbon monoxide. With the
approximation of section 3, we have to evaluate the partition function for an
assembly of N  point dipoles, with dipole vectors |t,- =  * =  1, 2, . . .  N.
/i is the dipole moment and e is a unit vector. Each of the dipoles is considered
fixed at the center of its cell. We must determine the integral:

Z f v) = ƒ • • • ƒ  exp ( -  &iip)/kT) d ejV, (6)
*) For each and dNj corresponding tem peratures and densities tc o  and dco  were determined.

W ith the help of the experimental data for {/Nj a t iN, and dNj and of Uc0  a t tc o  and dc o , the graph
in fig. 6 was evaluated.
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where
3>(dip) =  | S  i j Q f ”,
4>fp) =  - V  [3(e<. R,) (e#. R#)/l$ -  (e,. e,■)/«?•] (7)

and R is the distance between the centers of cells i and /. The integration is
to be carried out subject to the restraint:

(e;-.e#) =  1 for j =  1, 2, . . .  N. (8)

This is the classical model; the evaluation of (6) has not been performed with
the natural restriction on e. Approximate methods, however, are avaiblable.
One is due to B e r l i n ,  T h o m s e n 7) and L a x 8) and is valid for all
temperatures and for all values of the dipole moment. In this method the
restriction (8) is replaced by the much weaker condition:

(e,.e,.) =  N  . (8')

after which the main contribution to the integral (6) is determined by means
of a saddle point method. Another method was developed by P o p i  e •).
Here the integrand is developed as a power series in <£(dip)/£T; the series
converges rapidly if fi\vkT  <  1 {v is the available volume per molecule). In
this region of small dipole moments and high temperatures the two methods
give the same results. The dipole moment of CO is about 0.1 D =  10 19 e.s.u.
At a density of 600 Amagat the volume per molecule is of the order of
60. 1 (T24 cm3. For T=300°K we obtain for /JjvkT a value of about 4 .1 CT3.We
follow Pople’s method and write:

Z f v )  =  £“=0 (_  \ ) P j p \  ƒ . . .  ƒ [ 0 ^ / k T ] p d«u* =
=  ( 4 n f  (\ +  T . ^ M p), (9 )

where
Mp =  (47* ) - " .( -  !)'//>! ƒ  . . .  ƒ [0(dip)/A7? do*

an d /d o *  has been written for the integration over the angular coordinates
of the molecules. In terms of the angular coördinaties 0, of two molecules,
we have:

#(dip' =  — (ffjRij) (2 cos 0,- cos 0, — sin 0< sin 0,- cos 9?,-,■).

The term M i gives the approximation in which each dipole is considered as
independent of the others; therefore M, is zero. The higher moments M2,
M  . . .  arise from multiple orientation effects between the dipoles.

For the Helmholtz tree energy of the system of dipoles, F£ip), one obtains
an expression of the form:

F (dir> =  _  kT  In Z£ip) =  -  NkT  2 c,.a\ (10)
where

a =  /j?\vkT.

58



The coefficients cr depend on the orientation function f(0N, <pN) in the inter­
action potential between the molecules and on the type of lattice.

For a face centered cubic array and dipole orientation froces c2 =  1.2045;
c3 =  — 0.638; c4 =  — 0.108 (P o p 1 e, loc. cit.). Then the internal energy
of the dipole lattice is:

=  — 8 In Z$'v)/d 1/kT =  — 2 Nc2/i*/v2kT  ~ - 2 x  10~2 cal/mole

at T =  300°K and a density of 600 Amagat. For the specific heat of rotation
we have:

4dlp) =  0.02/300 ~  10~4 cal/mol. degree.
These values are much too small to account for the differences between the
two gases.

§ 4b. The dipole induction effect at high densities for carbon monoxide. For
the evaluation of the induction effect due to the permanent dipoles of carbon
monoxide we consider again a lattice, consisting of point dipoles. Each dipole
is fixed at the center of its cell (fixed with respect to its position in the cell,
not with respect to its orientation). The partition function for the induction
effect is:

Z{n A) = ƒ . . . / exp ( -  0 ^ /k T )  dcoN. (11)

(Strictly speaking we are not allowed to evaluate the dipole orientation and
induction effects separately. If, however, the two effects differ in value by an
order of magnitude, the present method is a good approximation). We have:

0(ind) — s j l ,  0 ' \  (12)

where <PW is the induced potential at the center of cell i due to all the other
dipoles in the lattice.

0 (i) -  -  [ 2 , Ff?]2 (13)
The prime in the summation means that ƒ ^  i. F)*1 is the field strength at the
center of cell i induced by dipole j, and a is the polarizability of the mole­
cules. We have:

F?> =  -  +  3/,Rt](e,.Rtj)IRl. (14)

It has to be noted that the polarizability of diatomic molecules is anisotropic;
however, we do not have to take this into account to estimate the order of
magnitude of the induction effect. Further, we will not consider the change
in the polarizability with the density of the system (see section 6). For the
evaluation of the integral we follow the same method as used for the orienta­
tion effect, i.e. we expand the integrand as a power series in 0>(ind)/&7\ The
first term in the series for In Z$“d) is not zero in this case:

M x =  (Na[2kT) (4n)-Nf  . . .  ƒ (Sf=2 F<'>)2 dcoN =
=  (Na/2kT) (4n)~2 fi2 Sf=2 ƒƒ (1 +  3 cos2 6u)/Rbu dWl do,, (15)
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Here cos 01;- =  (e;. R1;)/i?1;, i.e. 01;- is the angle between the dipole vector of
dipole j and R1;. Cross terms are zero on integration. Eq. (15) may be written
as:

M, =  N(a/v) (S/vkT) (Sf=2 v2jR%) ' (16)

For carbon monoxide a =  1.844 x 10~24 cm3 (ref. 10). Lattice sums of the
type S^ 2 (Eo/Eq)6, where R0 is the distance between nearest neighbors, have
been evaluated by L e n n a r  d-J o n e s  and I n g h a m  u). For a face
centered cubic lattice we have R% = y/2.v\ then we find ’Zf=2(v2/Rbij) =  7.2.
The internal energy due to the induction effect is:

U$d) =  -  8 In Z<“d,/0 l / k T ~ -  0.8 cal/mole

Higher terms need not be evaluated. Although the induction effect is much
larger than the orientation effect, it is still much too small to account for the
difference between nitrogen and carbon monoxide. The result of this section
and of section 4a is that the differences in the thermodynamic properties
between the two gases cannot be ascribed to an effect of the permanent
dipoles of carbon monoxide.

§ 5. Anisotropy of the dispersion forces. If the charge distribution in a
molecule is not spherical, then the dispersion forces are anisotropic. This
effect was calculated by J. H. de  B o e r  and H e l l e r 12), who con­
sidered the general expression for the dispersion forces for molecules having
three perpendicular axes of symmetry. M a s s e y  and B u c k in g h a m 1S)
evaluated the attractive field between two hydrogen molecules using the
quantum mechanical approximation method as developed by L e n n a r d -
J o n e s .  J. d e B o e r 14) showed that the agreement of these calculations
with experiment can be improved by a combination of the two methods.

We consider molecules having three perpendicular axes of symmetry; the
axes are x (axis of rotational symmetry), y and z. The polarizabilities along
these axes are ax, ay and a„ respectively; for diatomic molecules ay — ax.
If we introduce the following expressions for the average polarizability a and
the anisotropy factor y :

« = ( « *  +  2a,,) /3; ■ y — (ax — ay)/3a,

then the expression for the induced dipole interaction between two molecules,
in terms of the parameters e and a, the distance between their centers r12, the
orientations 0, <p, and the anisotropy factor y can be written as follows:
(J. d e B o e r ,  loc. cit.)

E =  — 4e {a/rl2)b [1 — (1 — f cos2 0, — f cos2 02) y —
— {f cos2 0, +  \  cos2 02 — |  (2 cos 0! cos 02 — sin 0, sin 02 cos 9?12)2} y2], (17)
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i.e. we have a correction due to the anisotropy:

(a/ri2)b [(1 -  f  cos2 0, -  fcos2 02) y +
-f- {f cos2 0, -f fcos2 02 — |  (2 cos 0, cos 02 — sin 0] sin 02 cos <y12)2} y2]. (18)

(eq. (17) was derived on the assumption that the fundamental vibration
frequencies parallel and perpendicular to the rotational axis of symmetry are
equal). Using the approximation of section 3 we have to evaluate the parti­
tion function:

Z {n] = / • • •  ƒ  exp ( -  Q^/kT)  dco*.
where

0,a) =  i  K  =  2«r6 2*  h/R* (19)
and

Pv =  (1 - 1 c°s2 Ö, -  f  cos2 02) y +  {f cos2 0, +  f  cos2 02 -
— f  (2 cos 0, cos 02 — sin 0, sin 02 cos <y12)2} y1.

We follow the same procedure as in sections 4a, b. The first term in the series
for In Z N is again M ,:

Mj  =  - N  S; (ob/Rb}) 2 (e/kT) (An)~2f J  fa, do, do,-

where the prime indicates that ƒ *s= 1 in the summation. When the integration
is carried out it is found that M\ is zero, just as for the orientation effect of
the permanent dipoles of carbon monoxide. The next term in the series
is M 2:

M 2 =  (4n)~N f  . .. ƒ  (£<>; 0 f )  (Zh>l 0 $ )  dcoN/2(kT)2

The only non-vanishing combinations (*, ƒ; k, I) are of the form (*, ƒ• ƒ, £)
where ƒ # * , £ = £ ƒ .  They reflect interactions between three (A ^  *) or two
(A =  i) molecules. One obtains:

M 2 = (4n)~N. N f  . . . /  0 #  +  i  S. dcoN/2(kT)2 (20)

For In Z $  we have in this approximation:

In z $  =  (4W) - ¥ .W (e/kT)2 (a/R0)l2f  . . .  ƒ  [8 2,v * (i?0/^ „ )6 ( W * ) 6 /?„ /?,*+
+  4 2,- (Ro/R^Y2 p2xj\ du>N. (21)

Integration over the orientations has the result:
(4n)7NJ. . . .  ƒ/?,,•/?,* dcoN =  y2/5
(4n) ~Nf  . . .  ƒ  $>; da,w =  2y2/5 +  19y4/25. (22)

The values of the lattice sums £> (RJRu)b and 2 ‘ (i?0/fl„.)12 can be taken
from the paper by L e n n a r d - J o n e s  and I n g h a m  (loc. cit.); for a
face centered cubic array they are 14.4 and 12.1, respectively. To perform
the first sum in (21), we write:

(RJRi,)6 (R0/Rn)b =  (s; Rh/Rhy2 -  s> r '2/r \2 =  195.3
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with the values given before. To estimate the order of the anisotropy effect,
we use for the two gases e/& =  100 degr.; a =  3.7 A; y =  0.17. At a density
of 600 Amagat and a temperature of 300°K, e/kT—l/3; (a/R0)i2=  0.16. The
internal energy is in this approximation:

U$ = — d In Z$/d  1 \k T  ■= — 2kT  In Z $  =  — 170 cal/mole (24)

At a density of 480 Amagat and a temperature of 0°C this value is about
—70 cal/mole. The third term in the series for In Z $  is M 3:

- M 3 =  (4n)~NJ . . .  ƒ (Si>7- 0\f) (£*>; <*><?) (SM>„ <P£>) dcoN/6(kT)3

The terms which do not vanish on integration are of the form (ij, jk ; kl),
with i ƒ, j k, k ^  I. Combinations with five or six different molecules
are zero.

The sum 2^,-^ 0{f 0 $  0 $ , (i, j, k, I are four different molecules), gives the
largest contribution to the integral; terms with y3 and y5 are zero and the
first non-vanishing contribution is proportional to y4. Evaluation of this
term shows that the corresponding contribution to the internal energy is less
than ten procent of the second term and has the same sign. For the compari­
son between nitrogen and carbon monoxide, we determine the ratio of the
anisotropy effect with the help of eqs. (22) and (24):

^co/^Nn =  (£co/£nJ 2 (aco/CTN2) 12 [VcolVaf

at the same temperature and density. It is also possible to evaluate the
difference Uqq — (eCo/£N2) U$ at the same reduced temperature and density;
it appears that the values are positive but somewhat too small to account
for the experimental differences between nitrogen and carbon monoxide *).

The anisotropy is, however, of importance for the explanation of the
differences between cell theoretical calculations and the experimental values
of the internal energy for non spherical molecules (see also section 3). Using
only the Lennard-Jones part of the potential field H i r s c h f e l d e r  c.s.
(loc. cit.) obtained for a density of 480 Amagat and a temperature of 0°C a
value of —640 cal/mol for the internal energy of nitrogen, whereas the experi­
mental value is —695 cal/mol. The inaccuracy of cell theoretical methods
does not permit a quantitative comparison but it can be stated that multiple
orientation due to the anisotropy in the dispersion forces results in a con­
siderable decrease in the internal energy of non spherical molecules at high
densities.

§ 6. Influence of the change in polarizability with pressure on the thermo­
dynamic properties of compressed gases. In the foregoing sections it was

*) For the anisotropy factor we find from:
L a n d o 1 t-B o r n s t e i n ,  Physikalisch Chemische Tabellen: y^Q .= 0.167; =  0.176
K.G. D e n b i g h ,  Trans. Far. Soc. 36, 936, (1940): ) / q q  =  0.168; =  0.189
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repeatedly assumed that the molecular parameters e and a do not change
with density, i.e. they have at all densities the same values as in the low
density region from which they were determined experimentally. The
inherent assumption is obviously valid if the potential field at all densities
may be written as a sum of terms referring to isolated pairs of molecules.
This statement is known as the “additivity of intermolecular forces” and
will now be discussed in more detail1S).

It was mentioned in section 3 that H i r s c h f e l d e r  c.s. calculated the
thermodynamic properties of argon using the free volume theory as developed
by L e n n a r  d-J o n e s  and D e v o n s h i r e .  The calculated internal
energy is found to be more negative than the experimental values, the differ­
ence being of the order of ten percent at a density of 600 Amagat.

There are several possibilities for these differences. First of all, the average
number of molecules around a caged molecule may not be the same as in the
crystalline state but lower. A straightforward interpretation of this decrease
of the coordination number is provided by a generalized free volume theory
given by R o w l i n s o n  and C u r t i s s 16) 17) 18). Another possibility
may be that deviations from additivity in the intermolecular field must be
taken into account at such high densities.

The assumption of additivity is not valid for molecules which tend to
associate (for example molecules with hydroxyl or amino groups) or for
molecules which form hydrogen bonds. We restrict ourselves to forces
between spherically symmetric molecules, especially argon, and we exclude
from consideration the types of forces mentioned above.

First we consider the dispersion forces between spherically symmetric
atoms or molecules. L o n d o n 19) and M a r g e n a u 20) have shown that
van der Waals dispersion forces are additive in second order perturbation
theory. A x i 1 r o d and T e l l e r 21) 22) applied third order perturbation
theory to the dipole dispersion forces between neutral atoms. It was observed
that this order reflects the interaction between triplets of atoms, giving rise
to a non additive contribution. The nonadditivity decreases the attraction in
the case of an equilateral configuration of the three atoms, and increases the
attraction for a collinear array of the triplet. A x i 1 r o d summed the third
order interaction for crystals of the heavy rare gases argon, krypton and
xenon. The third order energy is positive, thus decreasing the attractive
field between the molecules, and amounts to two to nine percent of the
cohesive energy.

If the distances between the three atoms are so small that the wave
functions overlap appreciably, then the zero order wave function must be
made antisymmetric with respect to the exchange of electrons between
different atoms. First order perturbation theory then gives the repulsive

*) permutes electrons between atoms a and b; A is even or odd for even or odd permutations,
respectively.
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interaction between the atoms. From the calculations by P h. R o s e n 23)
it appears that the first order forces between three helium atoms are not
equal to the sum of interactions between isolated pairs; this means that
first order forces do not have the property of additivity. In the equilateral
triangular configuration of the triplet the first order interaction is lower than
calculated on the assumption of additivity, whereas in the collinear array the
repulsion is higher than in the case of three isolated pairs. The error involved
in neglecting nonadditivity is one percent or less for the equilateral triangle
if the distance between the atoms is larger than 4.8 Bohr radii; for the colli­
near array it is always smaller.

The nonadditivity calculations of R o s e n  and A x i 1 r o d are straight­
forward extensions of the evaluation of first and second order interactions
between two atoms or molecules. It must be expected that for the calculation
of second order interactions at high densities the simple-product type of
wave function is a poor approximation and that therefore exchange terms
should be taken into account. If of the three atoms a, b, c two are close
together (a, b) and one is far apart (c), then the zero order wave function,
using the valence bond method, can be written as *):

'r0 = P l ( - l ) xPx 'F.'?b) .V c (25)

i.e. the dispersion forces between ab and c, as calculated on the basis of
isolated pairs ac and be, may be affected by the exchange terms between
atoms a and b. An approximate calculation of this effect is possible on the
basis of the model of the “caged” atom or molecule. In a system at high
densities each atom or molecule is considered enclosed in a cage formed by
the surrounding atoms. It is assumed that the effect of exchange terms
between the caged atom and its nearest neighbors may be replaced by an
ordinary potential term. For the evaluation of second order interactions this
means that we may start from a zero order wave function which is a simple
product of atomic wave functions:

(26)
and the Hamilton operator:

H =  H0 +  H';

H' is the usual interaction operator.
The operator H0 includes the potential term replacing the effect of

exchange:
H0 =  2 a H ,̂ ' (27)

where
Hm =  H-oa +  K(r).

Hoa is the Hamiltonian for a free atom a, and Va(r) is the potential term
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replacing exchange; r is written for the radius vectors of the electrons of atom
a with the center of the atom as origin. The wave functions Wdb . . .  are
solutions of the equation:

H A  =  (Eoa +  E'a) Wu . (28)

Eoa is the energy of the ground state of a free atom and Ea is the first order
interaction of atom a with the surrounding atoms. Ea is a function of the
density of the system. Solutions of the wave equation (28) are possible for
instance if Va(r) has the form of a boundary condition:

F . M = 0  f o r r c f l
=  oo for r >  R;

R is called the radius of the cage of atom a. In principle, the value of R can be
determined if Eoa and E'a are known. In practice, one solves the wave equa­
tion for different values of R. Then it is assumed that the pressure

P =  -  (\/4jiR2) dE'JdR

which the electron “gas” of atom a exerts on the “wall” of the cage, balances
the external pressure of the gas28). The wave equation (eq. 28) has been
solved for hydrogen atoms 24) 2S), helium atoms 28), the hydrogen molecule
ion 27) and argon atoms 28).

With the new zero order wave functions (28) perturbation theory is applied
up to the second order. The first order change in energy is identically zero,
and in second order the dispersion forces are again additive, but now with
respect to the new unperturbed state of caged atoms. If the second order
interaction between a pair of caged atoms is written as where (d) refers
to the dense state, then the total second order interaction is:

(30)

On the other hand the second order field as calculated on the assumption
of additivity is:

0<°> =  (30)

The superscript (o) refers to an isolated pair of atoms or molecules. If
is not equal to 0 {A) then the dispersion forces are nonadditive with respect to
isolated pairs. For the dipole part of the dispersion forces between two free
atoms the expression is:

0 f  =  -  3V° (a°)2/4J?| (31)

V° is the first ionization potential of a free arom and a0 is the polarizability
of the free atom; R is the internuclear distance. In the same approximation
the expression for a pair of caged atoms is:

=  -  3Va (ad)2/4R%. (31')

65



Vd and ad are corresponding quantities for the caged atom in its unperturbed
state. As follows from the calculations on the caged atom, both Vd and ad
are smaller than for the free atom. Physically this means that the effect of
exchange terms is a compression of the electron cloud of the caged atom. As
a result the intrinsic dipole moment of the atom decreases and the funda­
mental frequencies of the electrons increase. Therefore the dipole dispersion
forces between a pair of caged atoms are smaller than for a pair of free atoms.
A measure for this nonadditive effect will be given by the relative expression:

{ 0 f  -  =  2Aala°) +  A V/V°, (32)

where we have substituted ad =  a° +  Aa\ Vd — V° -\- AV, and only linear
terms were taken into account. The values of Aa/a° and A VjV° must be taken
from thé theoretical calculations on the caged atom or molecule; for argon
from ref. 28. The formula (32) can be rewritten in terms of any set of inter-
molecular parameters; for the Lennard-Jones function this gives:

A[eab] =  (2 Aa/a° +  AV/V°) (eob)0. (32')
The subscript (o) refers to the values of the intermolecular parameters as
determined from low density data (second virial coefficients, transport pro­
perties). D e G r o o t  and T e n  S e l d a m 28) calculated for argon at a
density of 600 Amagat and a temperature of 25°C the value Aa/a° =  — 3.2 X
X 10“2. The value of A VIV° is not known accurately; for helium it is always
much smaller than the value of Aa/a°i6). We take —6 X 10~2 as a lower
limit for (2 Aa/a° - f  AV/V°) in the case of argon atoms.

For the approximate evaluation of the change in internal energy of the
system it is further assumed that the distance between the centers of
atoms i  and j  may be replaced by the distance between the centers of their
cells. Then the additional internal energy, due to this nonadditive effect, is:

AU  =  — (N/2) (2 A a/a? +  A V/V°) 4 ( [«r6]0/ i $  Zf_2 (R0/R u)6, (33)

where R0 is the distance between nearest neighbors in the lattice. At a
density of 600 Amagat R0 =  4.3 A. For a face centered cubic array the lattice
sum in (33) has the value 14.4; the intermolecular parameters e and a are
165.3 X 1CT16 ergs and 3.405 A, respectively as determined from the second
virial coefficients. When these values are inserted into (33) the correction to
the internal energy of the system is of the order of -f- 100 cal per mole.

On account of the model used for the effect of exchange terms, this value is
probably too high. The result indicates, however, that the use of a simple-
product type of wave function for the evaluation of second order interactions
in systems at high densities overestimates the magnitude of the dipole
dispersion forces.

This model is not acccurate enough to give a quantitative comparison
between nitrogen and carbon monoxide. It should be noted, however, that
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the ratio of the nonadditive effects, according to eq. (33), is proportional to
(eco/eN,) (<tco/° 'n2) 6 =1.16. Also the A x i 1 r o d type of non-additive effect is
more positive for carbon monoxide than for nitrogen. It must be expected
that the non-additivity in the first order forces becomes more important at
higher temperatures, because the interpenetration of charge distributions
increases with increasing temperature.

§ 7. Summary of results. A comparison between the thermodynamic proper
ties of nitrogen and carbon monoxide was based on a study of the intermole-
cular field at high densities. The interaction field between two molecules was
split into a spherical part (Lennard-Jones potential) and a part due to the
anisotropie of the molecules (&A). On the assumption that, as far as &A is
concerned, the molecules may be considered fixed at the centers of their cells
at high densities, the thermodynamic functions are a sum of a “L —J"  part
and a “A" part. This makes it possible to apply the theorem of corresponding
states to the L —ƒ parts of the thermodynamic functions of the two gases
In this way we eliminate the differences due to the different values of the
parameters e and a of the L —J  potential field, i.e. we compare the gases at
the same “reduced” temperatures and densities. The rest of the calculation
can then be based on a study of the potential field <t>A. The dipole orientation
and induction effects in carbon monoxide are too small to be of importance;
the effect of the anisotropy in the London forces is, however, of considerable
magnitude and must be taken into account. The theorem of corresponding
states was based on the assumption that the parameters e and a are temper­
ature and density independent; this condition is satisfied if the intermolecular
forces are additive. It was shown, however, that a significant non additive
effect in the attractive field between two molecules is caused by a deformation
of electron clouds resulting from the overlap of wave functions of other
molecules at high densities. An approximate expression was obtained for the
change in the quantity eob\ this change can be evaluated in a few simple
cases by a correlation with theoretical calculations on caged atoms and mole­
cules by several other authors. The result is that for argon the internal
energy calculated with additive intermolecular forces may be too negative by
an amount of 100 cal/mol. In this model the non additive effect is temper­
ature independent.

So far, the permanent quadrupole moments of nitrogen and carbon mon­
oxide have not been taken into account. This calculation and further
conclusions which can be drawn from the properties of the solid states will be
presented in a later publication.
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PART II. QUADRUPOLE MOMENTS AND PROPERTIES OF THE SOLID
STATES

§ 1. Introduction. In a previous section 1) the thermodynamic properties
of compressed nitrogen and carbon monoxide as determined from experi­
mental p-v-T-daïa. were compared in the density region between 400 and 600
Amagat and at temperatures between 0°C and 150°C. The analysis was based
on the assumption that the intermolecular field of nitrogen and carbon mon­
oxide may be written as the sum of a Lennard-Jones potential field, a part
due to multiple orientation and a correction term for the nonadditive part of
the intermolecular field at high densities. On the assumption that, as far as
the orientational and nonadditive parts of the potential field are concerned,
the molecules may be considered fixed at the centers of their cells at high
densities, the thermodynamic functions are additive in the respective terms
of the potential field. This enables us to evaluate the differences in thermo­
dynamic functions between nitrogen and carbon monoxide due to the differ­
ences in the orientational and nonadditive parts by an application of the
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theorem of corresponding states. I t  was found tha t the effect of anisotropy
in the dipole dispersion forces m ay not be neglected at high densities. Further
a significant nonadditive effect exists in the London forces between two
molecules, due to  the overlap of wave functions of the nearest neighbours.
The effect of dipole orientation and induction of the permanent dipoles of
carbon monoxide is negligible. So far, the permanent quadrupole moments of
the two molecules have not been taken into account. This part of the analysis
deals with the calculation of the values for the quadrupole moments with
the help of experimental data  on the sublimation energies of the crystals,
extrapolated to  0°K.

§ 2. The crystal structures of nitrogen and carbon monoxide. Nitrogen and
carbon monoxide crystallize in two alltropic modifications, called a and ft.
The a-form is face centered cubic and stable a t the lowest temperatures
(space group T4—P2,3). The /3-form has hexagonal symmetry. The transition
tem perature for a—/8 N 2 is 35.5°K, for a—j8 CO 61.5°K.

Fig. 1. Crystal s tructu re  a — N2.

Z___s / __ ^
t v

5 . 63  A *

Fig. 2. C rystal s truc tu re  of a —CO.

Determination of the crystal structures was performed from X-ray analyses
by V e g a r d 2) 3) 4) 5) and R u h e m a n n 6). We will consider only the
structure of the a-forms. I t  appears th a t the a-forms for N2 and CO are al­
most identical; the same is true for the /3-modifications. Fig. 1 shows the
structure of a-N2, fig. 2 tha t of a-CO. The distance between nearest neighbors
in a-N2 is 4.00 A and in a-CO 3.98 A at 20°K. The axes of the molecules in
the a-modifcations are directed towards the body centers of the cubes. From
the X-ray analyses of the /S-structures it appears th a t there is considerable
scattering around the equilibrium orientations. ( V e g a r d ,  loc. cit.). The
density of a-CO crystals is 1.0288 gr/cm3 at 20°K, of a-N2 1.0265 gr/cm3 at
t he same tem perature. The density of /S-CO .however, is less than tha t of /3-N2;
the values are 0.929 and 0.982 at 65°K and 63°K, respectively.
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K e l l e y 7) gives the following values for the sublimation energies of the
crystals, extrapolated to absolute zero:

a-N2 1652cal/mol; a-CO 1905cal/mol.

§ 3. The crystal at absolute zero. In classical statistics the energy of a
molecular crystal at absolute zero is given by the sum of interactions between
isolated pairs of molecules, if additivity of the intermolecular forces is
assumed. For a face centered cubic lattice, using the lattice sums given by
L e n n a r  d-J o n e s -  and I n g h a m 8), and a  Lennard-Jones potential
field, one obtains:

<p* =  6.066/F*4 -  14.454/F*2, (1)

where <p* =  rp/Ne and V* =  VINo3) V is the volume per mol. This equation
gives for the reduced potential energy and volume at absolute zero:

<p* = -  8.610 and 7 j  =  0.916. (2)

The density of the crystals of nitrogen and carbon monoxide, calculated from
(2) are dN =  0.978 and dco =  0.952 at absolute zero. These values should be
compared with 1.0265 and 1.0288 at 20°K which are the experimental values
for nitrogen and carbon monoxide, respectively. The theoretical values are
lower than the experimental data; moreover the difference between nitrogen
and carbon monoxide has the wrong sign.

Deviations from the classical values (2) can be explained on the following
basis:

a) the zero-point energy of the crystal must be added to the classical
potential energy at 0°K;

b) orientation and induction forces between the molecules must be taken
into the account;

c) the Lennard-Jones potential field is not accurate enough for the
evaluation of properties of the solid states;

d) the deviations are caused primarily by nonadditive effects in the
potential field at high densities.

For the zero-point energy of the crystal we use the Debije expression:

Uz P' =  9 NkO/S,

where 0 is the Debije characteristic temperature. Calculations of 0 have been
performed by H e r z f e l d  and G o e p p e r t-Ma y e r 10), K a n e 11),
D e B o e r  and B l a i s s e 9), C o r n e r 12) and D e B o e r  and L u n -
b e c k 18). Following Corner’s method we have, for a face centered cubic
lattice and an additive Lennard-Jones potential field:

.  0.2913 f265.30 128.02"|1/s
lC  = 9978 ^ ir w r '1* h * j------ fH  • (3)
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where A* — hja (me)112. The internal energy at absolute zero for a Lennard-
Jones type of potential field is then:

u* =  %* +  9 0*/8 (4)

as a function of V* and A*. With the condition P*— — dU*/dV* — 0 the
reduced volume at absolute zero can be evaluated and thus also U*. In the
following table theoretical and experimental values of V*, — U* and 0* are
compared for crystals of argon, nitrogen and carbon monoxide. The experi­
mental values of U* were obtained from the sublimation energies ( K e l l e y
ref. 7) and expressed in reduced form (see also Lunbeck, ref. 13). In the last
column values of U ^ .  — f70th.. are listed for the three crystals. The values
of 0O were obtained using the experimental values of VQ for the best accuracy.

TABLE I

Properties of argon, nitrogen and carbon monoxide crystals a t absolute zero.

Vo* 0.* — 1Jo* (17,— U,)
exp. th.
cal/molth: exp. th. exp. th. exp.

classical . . . . 0.916 8.61
argon . . . . . 0.956 1.00 0.66 0.67 7.63 7.77 — 33
nitrogen . . . . 0.962 0.873 0.78 0.69 7.64 8.63 — 190
carbonmonoxide 0.957 0.848 0.77 7.50 9.52 —402

Comparison between the three crystals shows that the potential energy at
absolute zero, corrected for the zero-point energy ,is somewhat too positive
for argon, but much too positive for nitrogen and carbon monoxide, if the
calculations are based on a Lennard-Jones potential field and additivity of
the intermolecular forces is assumed.

The deviations for the rare gases can be interpreted as an inaccuracy of
the Lennard-Jones potential field if the validity of additivity of the inter­
molecular forces is retained ( K i h a r a ,  ref. 16). Although this empirical
procedure of correcting the Lennard-Jones potential at high densities is the
most useful method for practical applications it can be shown that deviations
from the principle of additivity do occur and are significant in the solid states
(A x i 1 r o d 17), R o s e n 18); also part I of this chapter). Since no accurate
theory is available we will correct the values for N2 and CO by about —35
cal/mol, i.e. of the same order of magnitude as for argon.

The calculation of the characteristic temperature 0 was based on an addi­
tive Lennard-Jones potential field. Non additive effects will alter 0 slightly;
this change in the characteristic temperature will be neglected for the
following calculations. The deviations for nitrogen and carbon monoxide,
corrected for what may be called the “high density effect” , discussed above,
must be due to strong orientation forces. It will be assumed that the effect
of the orientation and induction forces on the characteristic temperature may
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be neglected. The deviation for a-CO is more than twice that of a-N2. In the
/3-forms the molecules have considerable rotational freedom. This may ex­
plain that the transition temperature a-fi of CO lies higher than that of N2
and also that the difference in densities between nitrogen and carbon mon­
oxide changes sign going from the a to the /S crystals.

§ 4. Orientation and induction effects at 0°K. First we consider the inter­
action between the permanent and induced multipoles of nitrogen and carbon
monoxide. The orientation interaction between two identical molecules with
a permanent dipole moment fi and a permanent quadrupole moment Q,
directed along the length axis of the molecule, is given by (see fig. 3):

VOI =  — ((i2jRz) [2 cos 0, cos 02 — sin 0, sin 02 cos (93, — -f
+  (3/2R*) jiQ {[cos 02 T  2 cos 0, sin 0, sin 02 cos (93, — <p2) — 3 cos2 0t cos 02]—.

-  [cos 0, +  2 cos 02 sin 02 sin 0, cos (93, — <p2) — 3 cos2 02 cos 0j]} +
+  (3/4R5) Q2 {1 — 5 cos2 0 , - 5  cos 02— 15 cos2 0, cos2 02

+  2 [4 cos 0, cos 02 — sin 0, sin 02 cos (9p, — 9>2)]2}, (5)
if the quadrupole moment is defined by :

Q ~  ft ( f t \  (6)
and Zf is measured along the length axis of the axially symmetric molecule.
Due to the symmetry of the crystal the dipole-quadrupole orientation effect
is identically zero. The first term in (5) represents the dipole-dipole, the last
term the quadrupole-quadrupole orientation.For the summation over the
crystal lattice we take one molecule as a center and sum the contributions due
to 12 nearest neighbours at distance r0, 6 next nearest neighbours at distance
r0\/2 , in the third shell 24 molecules at a distance r0V 3 and 12 molecules
at distance 2r0. The following table gives the dipole-dipole and quadrupole
orientation effects due to 54 molecules around the molecule at the center.

TABLE 11

Dipole and quadrupole orientation effects including four shells of molecules

Shell No. distance from number of orientation interaction for each pair
center molecules dipole / i!/ V quadrupole Q*/r05

1 *0 12 — 1/3 — 19/12
2 W 2 6 0 — 7 V 2 /2 4
3 r 0V 3 12 +  \ / 3 / 9 — 3 1 ^ 3 /2 9 1 6

*oV'3 12 — V 3 /2 7 +  V 3 /3 2 4
4 2 r0 6 +  1/8 +  9 /128

2r0 6 ■ 1/8 —  13/384

This gives for the total dipole and quadrupole orientation energy:
Viip — (iV/2) (— 2.46) fi2/rf) =  — 3.4 cal/mol, with p =  0.11 D and

r0 =s 3-98 A for carbon monoxide.
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Vqu =  (N/2) (— 21.413). Q2/^  =  — 154.7 <f cal/mol for carbon monoxide
and — 150.9 q2 cal/mol for nitrogen; q is a number which measures the
quadrupole moment Q in units 10~26 e.s.u.

- i -----------

Fig. 3. Angular coordinates' of interacting axial molecules.

For the evaluation of the induction effects we consider a molecule at the
center of a coordinate system (x , y, z). The 2-axis is directed along the length
axis of the molecule, (see fig. 4).

Axis of Symmetry
of Molecule

Polarizable
Molecule

Fig. 4. Choice of the coordinate system  for tw o interacting molecules.

The potential at a distance R(X, Y, Z) from the origin, due to the dipole
and quadrupole moment of the central molecule, is:

Vine. =  (1IR3) (fi.R) ~  0 12R5) (M.O), (7)

where the components of M and Q are given by: Mx =  R2 — 3X2, etc.;
Q x  =  etc.

The field F is:

F =  -  V9W =  -  Ii/R3 +  (3/R5) R (p. R) +  N/R5 -  (5/2R7) M(Q-R), (8)

where N is a vector with components Nx =  (Qy + Qx — 2QX) . X, etc. Ny and
Ns are formed by cyclical permutation of x, y and z. It will be assumed that
the polarizability of the molecule at R is isotropic, i.e. we use for nitrogen
and carbon monoxide a = x = {ax -\- ay at)/3. In the crystal we take the
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molecules at R as the center and sum again over 54 nearest molecules. The
induced energy at the central molecule, F ind, is:

F ind= -(a /2 ).[Z ,.F ,.]2, (9)

where F,- is the field induced at the central molecule by molecule ƒ. The
symmetry of the crystals causes several induction effects to be identically
zero. These are:

1) quadrupole-induced quadrupole interaction;
2) interaction between the induced dipole/quadrupole at the center and

the permanent quadrupoles/dipoles of the surrounding molecules.
The only induction effect which is not zero is the interaction between the

induced dipole at the center and the permanent dipoles of the other molecules
Table III gives the field F at the central molecule due to four shells of sur­
rounding molecules.

TABLE III

Induced dipole effect and anisotropy in London forces due to  54 nearest molecules

Shell
distance from

center
num ber of
molecules

induced dipole effect field
F  for each shell . f , i/r03)

anisotropy effect in London
dispersion forces for each

pair .€(a/r0)#
1 *0 12 +  4 \/3 /3 .e /r +  (10/3) y '
2 *vF2 6 0 +  (1/2) y*
3 W 3 12 — 4/9. cF — (8/81) y  +  (2/81) y*

>vv'3 12 - 4 / 9  ,e F +  (8/81) y  +  (2/81) y»
4 2r0 6 0 +  (1/16) y  — (3/32) y*

2r„ 6 0 - ( 1 / 1 6 ) y  +  (1/32) y ’

eF is a vector with components + 1, -r -1, — 1 along the cubic axes.
The total induced dipole energy is, per mol:

Vind =  -  a (2V/2) (6.053) ix2ji% =  -  0.24 cal/mol,

with a =  1.844 X 10“24 cm3 for carbon monoxide19).

§ 5. Anisotropy effect in London dispersion forces. If the charge distri­
bution in a molecule is not spherically symmetric, the dispersion forces are
anisotropic. The correction term in the induced dipole field between two
molecules is (see ref. 1):

9V  =  4e(o/R)b [(1 — |  cos2 0, — |  cos2 02) y +
+  {f cos20, + 1 cos202—f  (2 cos 0j cos 02—sin 0, sin 02 cos (99, - 9?2))2} y2]» (10)

where the anisotropy factor y is defined by :
y = (a, — ay)/3a] a — (a, +  2ay)/3

and the 2-axis is taken along the length axis of the molecule; ax =  ay for
axially symmetric molecules. The eq. (10) was derived on the assumption
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that the fundamental vibrational frequencies of the molecule along and
perpendicular to the molecular axis are the same. Again we sum the contri­
butions of the 54 nearest molecules around a central molecule in the crystal
lattice. The results are given in table III, last column. Terms linear in y
cancel, as is seen from the table. For the total anisotropy effect per mol we
obtain:

Fan =  (Ar/2) (43.218) e(<r/r0) V  =  +  86.1 cal/mol
for carbon monoxide and +88.4 cal/mol for nitrogen*).

The values of s and a were obtained from experimental second virial
coefficients (see ref. 1 and ref. 13). Therefore, nonadditive terms in the inter-
molecular field have been neglected for the calculation of the anisotropy
effect. Further, no correction was made for the change in polarizability with
the density of the system.

§ 6. Evaluation of the quadrupole moments. With the calculations of the
preceding sections the evaluation of the quadrupole moments can now be
performed. Since the dipole-dipole orientation and induction effects in CO are
very small, we neglect these contributions to the internal energy of the
crystal. Using the values of U0exP — Uoth of table I, and including corrections
for the anisotropy in the London forces, and the approximate values for the
“high density” effect, we have:

nitrogen: 243 =  150.7 <f",Q = q X 10“26 e.s.u. =  1.27 X 10“26 e.s.u.
carbon monoxide: 453 =  154.7 (f", Q — q X 10-26 e.s.u. =  1.71 X 10-26e.s.u.

Due to the uncertainty in the magnitude of the “high density” effect, these
are only approximate values. If this effect is not taken into account, then the
values of the quadrupole moments are lower by about seven percent.

In recent years S m i t h  and H o w a r d 20) and H i l l  and S m i t  h21)
reported investigations of the broadening of the 3-3 inversion line of NH3 by
other gases. From the data obtained they calculated a collision diameter for
the NH3-foreign gas collision. In several cases this diameter was markedly
larger than that given by kinetic theory. The authors ascribed the broadening
effect in these cases to the interaction of the dipole moment of NH3 and a
permanent quadrupole moment of the foreign gas, averaged over the rotation.
The quadrupole moment of the foreign gas molecule was calculated in this
way. For the quadrupole moment of nitrogen, S m i t h  and H o w a r d
obtain a value of 1.29 X 10~26 e.s.u.; for carbon monoxide, H i l l  and
S m i t h  calculate 1.62 x 10-26e.s.u.

A n d e r s o n 22) has shown that the interaction of the quadrupole

*) • y c o = 0 -167; yNo =  0.176 as given by L a  n d o l t  B o r n s t e i n .  K. G. D e n b i g h ,  Trans.
Far. Soc. 36 (1930) 936, lists y jj, =  0.189 and } / q q  =  0.168. In the calculation above we used a
mean value 0.182 for nitrogen.
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moment of NH3, calculated from its structure, and the dipole induced in the
foreign gas molecule gives a collision diameter in good agreement with those
molecules whose experimental collision cross sections approach kinetic
theory values.

For nitrogen, carbon monoxide and other molecules, however, this di­
ameter is too small, and the assignment of a permanent electric quadrupole
to these molecules seems justified.

The values determined from the sublimation energies are seen to agree
well with those calculated from collision diameters.

Just recently P o p 1 e 2S) calculated the intermolecular parameters of
carbon dioxide from an analysis of experimental second virial coefficients and
the sublimation energy of the crystal. The intermolecular field was assumed
to be of the Lennard-Jones form, plus a quadrupole orientation effect. He
obtained excellent agreement with the experimental data for a value of the
quadrupole moment of 5.73 X 10“26 e.s.u., compared with 3.12 X 10~26 as
determined from micro wave spectra 20). Since the crystal of C02 has the
same symmetry properties as the a-forms of nitrogen and carbon monoxide,
the anisotropy effect in the London forces for carbon dioxide increases the
value of the quadrupole moment.
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PART III. QUADRUPOLE ORIENTATION AND INDUCTION EFFECTS AT
HIGH TEMPERATURES

§ 1. Introduction. In two previous sections *) 2) (herafter referred to as I
and II, respectively) the intermolecular field of compressed nitrogen and
carbon monoxide was analyzed on the basis of experimental pvT-data. The
interaction field between two molecules was written as a spherically sym­
metric part, satisfying the conditions for the validity of the theorem of
corresponding states, and a part due to orientation and induction effects.
The spherically symmetric part has the general twoparameter form:

<P# =  8./(<»/r#) (1)

where r{j is the distance between the centers of molecules i and j. It is
assumed that the Lennard-Jones 12 : 6-function gives a representation of
which is accurate enough for the present purposes, as far as the values of the
parameters s and a are concerned. Numerically, these parameters are
determined from low density pvT-data (second virial coefficients). In this
formulation deviations at high densities from the values of the thermo­
dynamic properties given by the theorem of corresponding states must be
analyzed on the basis of three possibilities :

a) deviations expected also for atoms or molecules with a spherically
symmetric potential field (nonadditive effects); argon was taken as a
standard of comparison.

V) those expected for nitrogen and carbon monoxide, but not for argon
(orientation and induction effects of permanent multipoles higher than
dipoles; anisotropy in the dispersion forces).

c) deviations which must be attributed to carbon monoxide alone (dipole
orientation and induction effects).

The application of the theorem of corresponding states to the comparison
between nitrogen and carbon monoxide is possible on the following approx-
mation: At high densities (between 400 and 600 Amagat) the molecules may
be considered fixed at the centers of their cells, as far as the orientation,
induction and nonadditive parts of the potential field are concerned. The
differences in thermodynamic properties between the two gases, due to the
different values of the parameters e and a, can then be eliminated by com­
paring the two gases at the same “reduced” temperatures and densities. On
the basis of the free volume theory of L e n n a r  d-J o n e s  and D e-
v o n s h i r e ,  H i r s c h f e l d e r  c.s.3) computed thermodynamic proper­
ties of nitrogen up to a density of 480 Amagat. The calculated internal energy
at 480 Amagat and a temperature of 0°C is —640 cal/mol, whereas the experi­
mental value is —695 cal/mol. For argon at 640 Amagat and in the same
temperature region the calculated internal energy is too negative by about
ten percent. The deviations for argon must be explained in terms of statistical
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inaccuracies of the free volume theory, errors due to the approximate nature
of the Lennard-Jones potential and to deviations from additivity of the
intermolecular field. The calculations for nitrogen were based on a Lennard-
Jones 12 : 6-potential. Taking argon as a standard of comparison it can be
concluded that the contributions to the internal energy for nitrogen, due to
orientation and induction effects, are of the order of twenty percent at 480
Amagat.

Evaluations of the dipole orientation and induction effects in carbon
monoxide and of the effect of anisotropy in the dispersion forces for nitrogen
and carbon monoxide were performed at high densities (I. § 4,5). As a test for
the theoretical approach followed in this analysis and to obtain independent
information, the values of the quadrupole moments were determined from
experimental sublimation energies of the crystals, extrapolated to 0°K. The
result is : (II)

@Na =  1.27 X 10“26 e.s.u.; Qco=  1.71 X 1CT26 e.s.u.

These values agree well with those determined from micro wave spectra 4).
(1.29 X 10~26 e.s.u. and 1.62 X 1CT26 e.s.u., respectively).

With the help of these values, the theoretical analysis can now be concluded
by calculating the quadrupole orientation interaction, quadrupole induction
effect and the dipole-quadrupole orientation (in carbon monoxide) at densi­
ties between 400 and 600 Amagat and for temperatures between 0°C and
150°C.

§ 2. Quadrupole orientation interaction. The partition function for the
quadrupole orientation effect is, with the approximation outlined above:

Z<T = ƒ . . . ƒ  e- « r d a v  (2)

where 0 {qn) =  \  2',-
0<5U) == {3Q2/4RD [1 -  5 cos2 6{ -  5 cos2 0,- — 15 cos2 0; cos2 0,- +

+  2 {4 cos 0( cos 0,- — sin 0,- sin 0,- cos (tpt — <p,) }2] ; (3)

ƒ d<wN has been written for integration over the orientations of the mole­
cules; 0 and cp are the angular coordinates of a molecule.

Q is the quadrupole moment and R$ is the distance between the centers
of cells i  and ƒ. The integrand of (2) is expanded in a series of powers of
0 (qu)/&r:

Z<T> = S?_0 (- 1 )Pl p \ . f  ■ ■./ [ 0 ^ / k T f  da>N -  (4n)N (1 + 2~ , M p),

with
Mp =  (4n)~N. ( -  1 )p/p\ . f  . .  . / [ 0 {qn)lkT]p dcoN. (4)

The term M x gives the approximation in which each quadrupole is
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considered as independent of the others; therefore M, is zero. The term M2
becomes:

M2 =  (4n)~NN f  . . . ƒ  +  |  s ;  2} dcoN/2(kT)2.

The prime in the summation indicates that the sum is expended over all
molecules except number 1. Integration over the orientations has the result:

(47t)~Nf . . .  / 0 < f  0(F> dcoN =  0

(4n)~Nf  . . .  doN =  +  14 Q4/5R\°.

The expression for the partition function is in this approximation:
In Z<r =  (4n)~N N h ' - f . . .  /0<f>2 da>N/4(kT)2

and the contribution to the internal energy of the system is:

=  -  d ln Z ^ /8  1/kT =  — (7RT/5) [Q4/(kT)2 (R0/R{i)w.

Rpis the distance between nearest neighbors in the lattice. The value of the
lattice sum for a face centered cubic array has been evaluated by Le n -
n a r d - J p n e s  and I n g h a m ® )  to be 12,3112. If a hexagonal closest
packing is taken as the best approximation, then the lattice sum is 12.3124 6).

At a density of 600 Amagat R0 =  4.3 A; an average value of Q for carbon
monoxide and nitrogen is 1.5 x 10~26 e.s.u. Inserting these values into the
expression for the internal energy gives .*

u$u) =  — 14.3 cal/mol for Q =  1.5 x 10~26 e.s.u. and T  =  300°K.

The result shows that the quadrupole orientation energy at temperatures
between 0°C and 150°C is too small to contribute significantly to the molecu­
lar interaction in compressed nitrogen and carbon monoxide up to densities
of 600 Amagat.

The same formalism can be used to include the orientation effect between
the permanent dipoles and quadrupoles of carbon monoxide, with analogous
eqs. (2, 3, 4) and <Z>(qu) replaced by Cross terms in M2 are zero
on integration. Comparison shows that the dipole-quadrupole orientation
energy is only about one fifth of the quadrupole orientation energy (dipole
moment of CO is 0.1172 D 7). Higher terms in the series expansion for In ZN
need not be evaluated.

§ 3. Quadrupole induction effect. In I. §4èthe induction effect of the perma­
nent dipoles of carbon monoxide at high temperatures was calculated. In
this section the evaluation will be extended to molecules having permanent
quadrupole moments. The notation is the same as used for the evaluation of
induced energy in the crystals at absolute zero. (II. eqs. 7, 8 and fig. 4).

Consider a molecule with a permanent dipole moment fi and a permanent
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quadrupole moment Q at the origin of a coordinate system (x, y, z). The
potential at a point R(A, Y, Z) is 8) :

îod =  O/*3) (fi.R) (1/2R5) (M.O), (5)
where the components of M and O are given by: Mx — R2 — 3X2, etc.;
Qx =  E,- eix2, etc. The field strength at R is:

F =  — V0 ini =  -  tl/R3 +  (3/f?5) R(p..R) +  N/R5 -  (5/2R7) M(Q.R); (6)

N is a vector with components N x =  (Qy +  Q, — 2Qx) X ; Ny and Nx are
formed by cyclical permutation of x, y and z. It is assumed that the polari­
zability of the molecule at R is isotropic, i.e. we use for nitrogen and carbon
monoxide a =  a =  (ax -\- ay ax)/3.

The induced energy at R, due to all the other molecules, is:

F£> =  -  (al2) [S; Fjb]2

F*-1’ is the field at the center of molecule 1 (at R) due to molecule j. The total
induced energy is :

vmi "= SJL, F«

and the partition function becomes:
Z<”d) = f  . . .  f e ~ v^ lkT dWjv. (7)

As in the previous calculations the molecules are considered as located at
the centers of their cells. On expanding (7) the first term is:

Afj =  (Na/2kT) (An) ~N f  . . .  f  (Sf=2 F<»)2 do,,,.

Integration has the result:

Af, =  (Na/kT) {(v2K )  ■ Sf=2 (RolRu)* +  (3<?2/2f?o) • Sf=2 (i?0/«i,)8} (8)

The dipole induced energy was already evaluated in I. § 46, therefore we
restrict ourselves to the second term in (8).

As average values we take a — 1.84 X 10~24 cm3; Q =  1.5 X 10 26 e.s.u.
for nitrogen and carbon monoxide. The lattice sum 2,- (RJRy)8 is equal to
12.8019 for a face centered cubic array ( L e n n a r  d-J o n e s  and I n g ­
h a m,  loc. cit.). Then the value of the quadrupole induced energy is, at a
density of 600 Amagat:

Uffd) =  _  d In Z $ d'/d \jkT =  — 9.9 cal/moL

It should be noted that the induced energy due to the quadrupole moments
is of the same order of magnitude as the quadrupole orientation energy at
600 Amagat and 300°K. However, both effects are small compared with the
orientation effect due to anisotropy in the dispersion forces for temperatures
between 0°C and 150°C (I. § 5).
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§ 4. Summary of results. The results of this analysis of molecular inter­
action in compressed nitrogen and carbon monoxide may be summarized as
follows:

a) In the low density region (second virial coefficients) and for temper­
atures between 0°C and 150°C the potential field can be adequately described
with the Lennard-Jones 12 : 6-function. The theorem of corresponding
states is valid in this region with high accuracy.

b) At high densities (between 400 and 600 Amagat) and for temperatures
between 0°C and 150°C the simple representation of the intermolecular field
by a spherically symmetric function is in error by as much as twenty percent
for the internal energy. The most important deviation is caused by the
orientation effect due to anisotropy in the dispersion forces.The corresponding
contribution to the internal specific heat at constant volume is of the order of
0.5 cal/mol. degree at 600 Amagat and 300°K. The effect of quadrupole orien­
tation and induction is small compared with the anisotropy contribution in
this region.

c) In the crystals of nitrogen and carbon monoxide below the a—ft
transition temperatures, the quadrupole orientation forces constitute the
most important deviation from spherical symmetry of the interaction field.
Orientation effects due to anisotropy of the dispersion forces are considerably
smaller in this region; in addition the contribution to the internal energy
has the opposite sign. The values of the quadrupole moments determined
from experimental sublimation, energies, extrapolated to 0°K, are in good
agreement with those calculated by other authors from microwave spectra.
The difference in values of the quadrupole moments between nitrogen and
carbon monoxide accounts for the anomaly in the densities of the a-modifi-
cations: the density of a-CO is higher than that of a-N2, although carbon
monoxide has a larger "molecular volume” than nitrogen.

d) The effect of the permanent dipoles of carbon monoxide on the internal
energy, specific heat, etc. is negligible at all densities up to the density of the
crystal and at all temperatures.

Appendix I

It should be noted that the contribution to M2 resulting from triplets of
molecules is zero for orientational forces between permanent quadrupoles
(the same is true for permanent dipoles), but that this term does not vanish
for anisotropic London froces. It may be expected that this effect is charac­
teristic for induced multipole interactions between nonspherical molecules.
As a result, the quadrupole orientation energy decreases much more rapidly
with increasing temperature than the interaction energy due to anisotropy
in the dispersion forces. For a face centered cubic array the contribution of
the triplet term in M2 to the dispersion energy is about eight times larger
than the contribution from pairs of molecules, at high temperatures.
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It may also be expected that this effect is reflected in the results for the
third virial coefficients of nitrogen and carbon monoxide gases. G u g g e n ­
h e i m  (Disc. Far. Soc. 15, (1953) 108, 109; Roy. Austral. Chem. inst. Rev.
3, (1953) 1) remarks that the third virial coefficients of compressed nitrogen
cannot be fitted by the same intermolecular parameters of a Lennard Jones
potential as the second virial coefficients. Strictly speaking this criticism is
only valid with respect to the use of a Lennard Jones potential (or any other
spherically symmetrical two-body interaction) for the interpretation of
physical properties of compressed gases consisting of «owspherical molecules.
It may well be that in this case the observed deviations for the third virial
coefficients are due largely to the triplet terms in the anisotropic dispersion
forces, discussed above,

The internal specific heats at constant volunle öf Compressed nitrogen and
carbon monoxide show a very peculiar behaviour. If the data on nitrogen
are plotted versus temperature, a rather flat maximum occurs at a temper­
ature of about 35°C for densities above roughly 2Ö0 Amagat. The internal
specific heat of carbon monoxide, on the other hatïdy varies Only very little
in the temperature region between 0° and 150°C. Note that the critical
temperatures for these gases are —147 and — 140°C, respectively. A similar
maximum above the critical temperatures, again startling at densities of
approx7mately 200 Amagat, has been found at the van der Waals laboratory
for ethylene* and air (it does not occur with carbon dioxide, however). It
might be expec^d that orientational forces have something to do with these
maxima. However the terms in the internal energy which result from M2 and
M3 and which are due ar*J$9tropy in the London forces, have the same sign.
Higher terms are too small to  fee of importance. This excludes the possibility
for a  maximum in the inter, ^  Specific heats at constant volume due to
orientational forces.

Unpublished results from the vaft der Waals Laboratory on the internal
specific heat of compressed xem m show a maximum; this occurs at
■roughly $5°C for all densities abo\ re approximately 200 Amagat. Tins also
rules out a connection with orientat. '®m interactions-
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Chapter VI

SOME CONSIDERATIONS ON THE THEORY
OF TRANSITIONS IN MOLECULAR CRYSTALS

Many molecular crystals exhibit transitions of first or second order at low
temperaturesThe best known examples of such transitions are found with
the crystals of the hydrogen and ammonium halides. In general the
phenomena are extremely complex *).

Most of the theoretical attempts to explain these transitions have been
applied to this kind of crystals. Whereas P a u l i n g 2) and F o w l e r 3)
explained these transitions in terms of the onset of free rotation of the
molecules as temperature rises, it has later been found from observations on
nuclear magnetic resonance 4) that in most cases the molecules do not rotate
freely above the transition temperature. This corroborates F r e n k e 1’s 5)
theory in which transitions were explained as changes in the orientational
order of the molecules.

A second group of molecular crystals exhibiting transitions is formed by
some diatomic molecules such as N2, CO and 0 2. It is the purpose of this
chapter to outline a theoretical analysis of transition phenomena in crystals
of this second group.

Nitrogen and carbon monoxide crystallize in two allotropic modifications,
called a and (}. The crystal structure of the a-form is face centered cubic
(f.c.c.); the /3-form is a hexagonal close packed lattice (h.c.p.) 6) 7). The f.c.c.
lattice is the stable structure at the lowest temperatures; at higher temper­
atures a transition occurs to the h.c.p. lattice.

As in the case of the hydrogen and ammonium halides, the transitions in
the crystals of nitrogen and carbon monoxide are due to orientational effects.
This follows from the fact that the heavy rare gases neon, argon, krypton and
xenon, which also crystallize at the lowest temperature in the f.c.c. structure,
do not exhibit a transition to the h.c.p. lattice. It has been shown that the
orientational forces in the crystals of nitrogen and carbon monoxide at abso­
lute zero constitute about 15% of the total crystal energy8). It can then be
assumed that the spherically symmetric part of the interaction restricts the
possible crystal structures of these diatomic molecules to either the cubic
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or hexagonal close packed lattice, but that the preference for one of these
two structures is determined primarily by orientational forces. The most
important deviations from spherical symmetry in the interaction field of
crystalline nitrogen and carbon monoxide are caused by quadrupole orien­
tation effects and by the anisotropy in the London forces 8). The preferred
orientations of the molecular axes are different for the two types of forces.
As a result the orientational energy due to anisotropy in the London forces
is even positive in the f.c.c. lattice at absolute zero, whereas the quadrupole
interaction energy is strongly negative. On this basis it can be expected that
the transition temperature increases with increasing values of the quadrupole
moments. On the other hand, the correlation between transition temperature
and anisotropy in the London forces should be the inverse.

In the following table the quadrupole moment Q, anisotropy in the pola­
rizability y, transition temperature T(r(a_^ and transition heat AH are
listed for crystals of nitrogen, carbon monoxide and oxygen.

TABLE I

Quantities related to  transition phenomena in crystals of CO,
Ns and Ot

Q x  10+26e.s.u. Y Tir(a-f) )  ( ° K ) A H  cal/mol
CO 1.71 0.167 61.57 151.3
N, 1.27 0.189 35.61 54.71
o, <  0.52 0.24 23.8 21

Oxygen has been included in the table because it shows the same trend as
CO and N2 with respect to the dependence of Ttf on Q and y. However, it
apparently does not crystallize in a f.c.c. lattice at the lowest temperatures
(it may deviate too much from the ideal concept of a molecular crystal).

It seems plausible to assume that the analysis of these transitions may be
based on an interaction potential between the molecules which consists of a
spherically symmetric part, a term referring to quadrupole orientations and a
contribution from anisotropy in the London forces. A “mixed” interaction
has also been assumed e.g. by K r i e g e r  and J a m e s 9) for molecules
having a permanent dipole moment and anisotropic London forces. The effect
of the interaction of permanent quadrupole moments has so far not been
taken into account in the various theoretical treatments. With the above
form of the molecular interaction the partition function of the crystal must
be evaluated as a function of temperature. In general this problem is too
complicated to be solved exactly; therefore an approximation method must
be used. It is usually assumed that the analysis may be based on an orien­
tation interaction depending only on the relative orientation of the molecular
axes (and on the distance between the centers of the molecules). Further,
to simplify the statistical problem, use is made of the following approxi­
mations (see e.g. ref. 9):
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a. each molecule takes on its orientations in an average field of it
neighbors;

b. the probability that a molecule i has its length axis oriented within
the solid angle dw, about the direction (0f, 0 {) is /  (cos 0 t) dw ,̂ 0 f is
measured with respect to a fixed direction in space (determined by the
crystal symmetry);

c. f  (cos 0 {) is the same for all the molecules.
These three conditions are necessary and sufficient for the internal consistency
of the analysis.

For the application of this method to the transitions in nitrogen and
carbon monoxide the free energy of the f.c.c. and h.c.p. lattices must be
evaluated separately as a function of temperature, because of the change in
crystal structure accompanying the transitions.

An important feature in the present case is the fact that the orientational
symmetry axes have different directions for different lattice sites in the f.c.c.
structure. This implies that, even if the orientation interaction is the same
for a specific microconfiguration of the ensemble in the two lattices, yet the
probabilities of such a configuration may be different for the two structures,
so that a transition from one structure to the other may in principle occur.

A detailed analysis of this problem is in progress.
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