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Chapter 1

Introduction

1.1 Photonic Crystals

Photonic crystals [1] are artificial materials with macroscopic arrange-

ments of periodic modulation of dielectric and/or magnetic constant (see

Figures 1.1, 1.2, 1.3, 1.5, 2.1, 3.1, 4.1). Known for the last few decades

they are designed for the goal to control the optical properties of materials

in pretty much the same way the crystal structure of metals and semicon-

ductors controls propagation of electronic waves. From electronics and

semiconductor physics we know that a periodic potential can forbid the

propagation of electrons with certain energies and in certain directions,

by creating a gap in the energy band structure. Outside of the gap, the

electrons propagate freely, but with different properties (such as mass or

magnetic moment) than electrons in free space. Photonic crystals being

the optical analogue of ordinary crystals can therefore help us to design

materials that perfectly reflect electromagnetic waves in a certain range of

frequencies, or allow them to propagate only in one direction, or modify

their free-space properties in other ways. This capability opens up a vari-

ety of opportunities for technological developments in laser physics, high-

speed computing, spectroscopy and so forth. Additionally, since Maxwell’s

equations are scale invariant, photonic crystals can be constructed to con-

trol waves of almost any frequencies — limited only by our abilities to

manipulate small objects.

The simplest photonic crystal is a periodic stack of layers with differ-
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x
Figure 1.1. Scanning electron microscope image of a one-dimensional photonic
crystal from Ref. [2].

x
Figure 1.2. Scanning electron microscope image of a two-dimensional photonic
crystal from Ref. [3].

ent dielectric constants (see Fig. 1.1). It is a one-dimensional crystal as

it is periodic along one direction and homogeneous along the other two.

This system was studied first by Lord Rayleigh in 1887. By summing

multiple reflections and refractions at each interface he was able to shown

that a multilayer film has a band gap. Consequently such a photonic

crystal can serve as a mirror, known as a Bragg mirror, and it can con-

fine electromagnetic waves by introducing certain defects in the periodic

structure.

A two-dimensional photonic crystal is periodic in two directions and

homogeneous in the third, like the one shown in Fig. 1.2. In two di-

mensions the electromagnetic waves decouple into TE modes (transverse

electric, assuming the electric field to be in the plane of periodicity) and

TM modes (transverse magnetic, assuming the magnetic field to be in the
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Figure 1.3. Scanning electron microscope image of a pair of three-dimensional
photonic crystals with an inset showing enlarged voxels. From Ref. [4].

plane of periodicity). Each of those has its own bandstructure. A com-

plete band gap may appear, originating from the interference of reflected

and refracted waves. The band gap prevents light from propagating in any

direction in the plane of periodicity. As a consequence in two-dimensions

the light modes with a frequency within the band gap can be trapped by

point defects in the crystal structure or guided from one location to an-

other by line defects (linear defects). In addition there can appear surface

states that live on the edge between the photonic crystal and free space.

Finally, the full optical analogue of a conventional crystal is a three-

dimensional photonic crystal (see Fig. 1.3), which is periodic along three

axes. Similar phenomena occur in this case as in the two-dimensional case

with the additional possibility to confine electromagnetic radiation in all

three dimensions.

Although we define photonic crystals as artificial structures, they can

actually be found in inanimate nature as well as in animate nature. A

mineral opal formed by silica microspheres organized in a hexagonal or

cubic lattice [5, 6, 7, 8] is an example of a natural photonic crystal. A

microphotograph of its surface is shown in the left panel of Fig. 1.4. The

most often mentioned example of a photonic crystal in living creatures is

the butterfly wing [9, 10] shown in the right panel of Fig. 1.4. Other ex-

amples of one-dimensional, two-dimensional and three-dimensional struc-
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x
Figure 1.4. Left panel: microphotograph of the opal surface from Ref. [12];
right panel: Mitoura gryneus butterfly and transmission electron microscope
image of its structurally colored scales. Figure adapted from Ref. [13].

tures varying in configurations and functions appear in a very wide range

of biological objects from crabs to 500 million years old fossil animals [11].

1.2 Photonic Crystals with a Dirac Spectrum

Two-dimension triangular lattice photonic crystals with inversion symme-

try have been studied extensively [1, 14, 15, 16, 17, 18]. Their crystal

structure can be represented as a two-dimensional triangular1 underlying

Bravais lattice and a basis where points are placed in such a way that

inversion symmetry of the lattice is present. Examples are the triangular,

hexagonal, and kagome lattices shown in Fig. 1.5. They have, respectively,

one-point, two-point and three-point bases. The interest in these lattices

stems from the fact that they have a wide band gap with relatively large

1sometimes also called hexagonal in the literature
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triangular hexagonal kagome

Figure 1.5. Top view of two-dimensional photonic crystals formed by parallel
dielectric rods possessing triangular and inversion symmetries: triangular, hexag-
onal and kagome lattices. The triangular Bravais lattice is shown in black in the
right bottom corner of each lattice.

Figure 1.6. Plot of TE band structure and density of states of a triangular
lattice photonic crystal formed by dielectric rods in vacuum with ǫ = 14 and
occupying a fraction f = 0.431 of the unit cell area. The Dirac point is indicated
by a red arrow. Adapted from Ref. [14].

gap-to-midgap ratio, which in most cases overlaps for TE and TM modes.

Photonic crystals with these lattices have also attracted interest because

they exhibit negative refraction [19, 20, 21, 22, 23, 24, 25].

Another peculiar feature in their band structure has received much

less attention. As indicated by the red arrow in Fig. 1.6, the band struc-
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Figure 1.7. Plot of second and third TE bands (frequency (vertical) versus two-
dimensional momentum) from Fig 1.6. The hexagonal Brillouin zone is shown in
black. Picture by courtesy of M. J. A. de Dood.

ture has a conical singularity with linearly vanishing density of states and

linear dispersion in its vicinity (see Fig. 1.7 for a full three-dimensional im-

age of the touching bands). This singularity or Dirac point in a photonic

system did not attract any attention before the seminal work of F. D. M.

Haldane and S. Raghu2 [28, 29]. In analogy with the “nearly-free elec-

tron” approximation the authors considered an approximation in which

a two-dimensional “free photon” spectrum is perturbed by a weak peri-

odic triangular modulation of the dielectric constant. They have shown

within this so-called “nearly-free photon” approach that close to a corner

of the hexagonal first Brillouin zone K or K′ a pair of almost degenerate

envelope Bloch modes is governed by the two-dimensional massless Dirac

equation

vD

(

−iσx
∂

∂x
− iσy

∂

∂y

)

Ψ = (ω − ωD) Ψ, (1.1)

2In contrast, Dirac points in the electronic system of graphene were studied theo-
retically since 1947 [26] and experimentally since the discovery of carbon monolayers in
2004 [27].
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Figure 1.8. Left panel: Brillouin zone of triangular, hexagonal or kagome
lattice; inequivalent corners are denoted K and K′; equivalent corners are re-
lated by the reciprocal lattice vectors Gi, (i = 1, 2). Middle panel: dispersion
relation (1.2) of the massless Dirac equation (1.1). Right panel: dispersion rela-
tion (1.4) of the Dirac equation (1.3) with a mass term.

where σx, σy are Pauli matrices. The corresponding dispersion relation

(ω − ωD)2/v2
D = k2

x + k2
y (1.2)

and the Brillouin zone are shown in the middle and left panels of Fig. 1.8,

respectively. The degeneracy frequency (= Dirac frequency) ωD and the

velocity vD depend on the photonic crystal parameters. These include

the dielectric constant of rods/holes and the filling fraction of rods/holes

(= the fraction of the unit cell area they occupy). In the “nearly-free

photon” approximation the approximate values of ωD and vD are given

by ωD ≈ c|K| = c|K′| and vD ≈ c/2, where c is the speed of light. These

simple estimates compare reasonably well with the numerically computed

values (see chapters 3 and 4).

Broken time-reversal or inversion symmetry leads to a mass term and

Eq. (1.1) for the envelope Bloch states modifies to

vD

(

−iσx
∂

∂x
− iσy

∂

∂y
+ µσz

)

Ψ = (ω − ωD) Ψ. (1.3)

The resulting spectrum

(ω − ωD)2/v2
D = µ2 + k2

x + k2
y (1.4)

is shown in the right panel of Fig. 1.8. The ratio µ/|K| = µ/|K′| is
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determined by the strength of the symmetry breaking and characterizes

the splitting of degeneracies at the Brillouin zone corners.

There are two inequivalent K points in the Brillouin zone that are

not related by the reciprocal lattice vectors (see the left panel of Fig. 1.8).

They are also often called K and K′ valleys. Equations (1.1) and (1.3) are

single-valley equations: they give an effective description in the vicinity of

either the K or K′ points. In an ideal bulk crystal the wave propagation

in K and K′ valleys is independent, however, the presence of disorder on

the scale of lattice spacing or crystal edges can cause changes of wave vec-

tor that are large enough to scatter from one valley to the other. Disorder

which is sufficiently smooth on the scale of the lattice constant produces

only weak intervalley scattering. The reason for that is, that such disor-

der results in a smooth potential term in the Dirac equation. The Fourier

transform of such a smooth potential has predominantly wave vector com-

ponents that are smaller than the difference between K and K′ points.

In general there exist three types of disorder. First, scalar disorder

originating from changes of the dielectric constant of the material or fill-

ing fraction. This introduces a scalar potential term in the Dirac equation

and can be also thought of as a local change of Dirac frequency. Ef-

fects of scalar disorder on the coherent backscattering are investigated in

chapter 5. Second, random mass disorder originating from locally broken

time-reversal or inversion symmetry. Third, random vector potential dis-

order originating from local changes of the lattice spacing. The second

and third types of disorder are not considered in this thesis. It should

be stressed that we consider macroscopic disorder because microscopic

disorder in the material that forms the photonic crystal has no effect on

the electromagnetic wave propagation through the photonic crystal in the

range of frequencies of the linear spectum.

The presence of the degeneracies at the Brillouin zone corners is as-

sured by the symmetries of the lattice [28, 29]. It is not guaranteed, how-

ever, that there will not be other states near the Dirac frequency in the

interior of the Brillouin zone. It is neither guaranteed that the frequency

range of the linear part of the spectrum around the Dirac point will not

be very small in comparison with the Dirac frequency. We need photonic

crystals with well isolated Dirac points and appreciable frequency range of
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linear spectrum in their vicinity. Such photonic crystals we call photonic

crystals with a Dirac spectrum. Figures 1.6 and 1.7 show an example of

a band structure of such a crystal. By numerical trial and error we know

that for a photonic crystal formed by dielectric rods organized in a tri-

angular lattice there is an appreciable range of parameters within which

there exists a well-developed and isolated Dirac spectrum for TE modes.

1.3 Graphene

As was explained in section 1.1, photonic crystals are optical analogs of

real atomic crystals. Therefore it is reasonable that significant progress

in the field of photonics has been achieved by exploiting similarities with

electronics. Photonic crystals with a Dirac spectrum are not an exception:

a large part of the ideas and developments presented in chapters 2, 3, 4,

and 5 of this thesis concerning photonic crystals is inspired by the recent

advances in the electronic system of graphene. Graphene possesses similar

peculiar properties — the dynamics of electrons is described by the two-

dimensional Dirac equation. In chapter 6 we demonstrate that the analogy

between the two systems works the other way around as well. The Goos-

Hänchen effect, which plays an important role in photonic crystals and

metamaterials, can also be relevant for graphene.

Graphene is a single layer of carbon atoms forming a hexagonal lattice.

It can be also thought of as a single layer of graphite, which consists of a

stack of atomic layers of hexagonal lattices. The property of the monolayer

are, however, completely different from the multilayer, because the two-

dimensionality of the dynamics in a single layer is obscured in graphite

by hopping between the layers. Schematic and experimental images of

graphene are shown in the left and middle panels of Fig. 1.9, respectively.

Graphene has been studied since the middle of the 20th century, ei-

ther as a building block of graphite, or for its own theoretical inter-

est [26, 32, 33, 34, 35]. There were strong objections against the ex-

istence of graphene as a stable form of carbon. It was shown theo-

retically that two-dimensional crystals cannot be realized because ther-

mal fluctuations at any finite temperature would destroy long-range or-

der [36, 37, 38, 39, 40, 41, 42]. Experimental studies of thin films confirmed
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Figure 1.9. Left panel: artists impression of a corrugated graphene sheet by
Jannik Meyer. Middle panel: Bright-field transmission electron microscope image
of a suspended graphene membrane. A homogeneous and featureless region of
a monolayer graphene is indicated by an arrow; image adapted from Ref. [30].
Right panel: Brillouin zone of graphene with a linear double cone spectrum at
its corners; picture adapted from Ref. [31].

the theory. It was demonstrated that films below a certain thickness be-

come thermodynamically unstable – they segregate into islands or decom-

pose [43, 44, 45]. However in 2004 a group from Manchester University led

by A. K. Geim reported a successfull fabrication of graphene [27]. In order

to prove that graphene as a two-dimensional crystal can be stable without

a substrate they also fabricated a suspended graphene sheet [30], shown in

the middle panel of Fig. 1.9. They have shown that suspended graphene

is rippled with the wavelength of ripples being much larger than the in-

teratomic distance. The suspended graphene sheet thus is not perfectly

flat. This observation is in accordance with further theoretical analysis

which proved the possibility of existence of nearly flat two-dimensional

crystals [46, 47, 48].

The experimental breakthrough of the successful fabrication of

graphene triggered enormous interest of both experimentalists and the-

orists in the past few years, resulting in a large number of scientific publi-

cations that is still growing very rapidly. Such an interest is caused by the

fact that graphene offers great possibilities for scientific and technological

developments, ranging from measurements of fine structure constant [49]

to detection of individual molecules [50] and hydrogen storage [51]. For

reviews of recent advances in the field of graphene see [52, 53, 54, 55]

The hexagonal or honeycomb lattice of graphene is a triangular Bravais
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lattice with two-point basis (or two atoms in the unit cell), as shown

in the middle panel of Fig. 1.5. Hence the symmetry considerations of

section 1.2 concerning triangular lattices can be applied to graphene. The

Brillouin zone with two inequivalent K points is shown in the left panel

of Fig. 1.8. Using the tight-binding model it can be shown that graphene

has a linear double cone spectrum with a singularity (= Dirac point or

neutrality point) at the K points of the Brillouin zone (see right panel

of Fig. 1.9). The effective single-valley equation describing the envelope

wave function is the massless two-dimensional Dirac equation

vD

(

−iσx
∂

∂x
− iσy

∂

∂y
+ V

)

Ψ = ǫΨ. (1.5)

Here σx, σy are Pauli matrices, V is an electric potential, the velocity

vD ≈ c/300, where c is the speed of light. The Fermi level in undoped

graphene lies exactly through the Dirac point, so the Fermi surface is just

formed of the two points at K and K′.

Two atoms in the unit cell (see the middle panel of Fig. 1.5) form two

independent triangular sublattices — not related by the lattice vectors.

These sublattices are usually denoted as A and B. The two components of

the spinor wave function from Eq. (1.5) can be interpreted as amplitudes

of the envelope wave on A and B sublattices. Although the left hand side

of Eq. (1.5) has the form of a spin-orbit coupling term, σ = (σx, σy) is not

the real spin of the electron. This so-called “pseudospin” originates from

the orbital motion in the periodic potential of the honeycomb lattice. The

real spin of the electron is decoupled from the dynamics.

Despite the fact that the excitations in graphene and in photonic crys-

tals with a Dirac spectrum obey the same two-dimensional Dirac equa-

tion, there is an essential difference between these excitations. Electrons

in graphene are fermions due to the real spin while in the photonic crys-

tals photons are bosons, even though they effectively have spin-1
2
. This

does not violate the Pauli theorem which relates spin and statistics be-

cause the effective Dirac equation is an approximate equation, which only

holds in the long-lenght limit. To describe the statistics of the system we

would need to quantize the fundamental equation. These are Maxwell’s
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equations in the case of photonic crystals and the four-dimensional Dirac

equation in the case of electrons.

1.4 Numerical Calculations

Our understanding of photonic crystals with a Dirac spectrum is based

on the effective Dirac equation. To test the accuracy of this description

for realistic parameter values, we performed numerical simulations based

on first principles, by solving full Maxwell’s equations. Such a numerical

experiment helps to convince ourselves and others of the validity of our

analytical predictions, but it cannot replace a real experiment. In par-

ticular, in our numerics we assume complete translational invariance in

the direction perpendicular to the crystal plane, while a real experiment

would include the effects of a finite length in the perpendicular direction.

There are two types of problems we need to solve. First, the problem to

determine the transmission and reflection spectra, that is the transmission

and reflection as a function of frequency. Second, the eigenvalue problem

to figure out the band structure and extract parameters of the spectrum:

Dirac frequency, Dirac velocity and mass. In the following two subsections

we describe the methods employed for solving these two problems along

with the software packages used.

1.4.1 Time-domain

Time-domain numerical methods for electromagnetic calculations simu-

late full time-dependent Maxwell’s equations. That is they simulate the

evolution of the spatial dependence of the fields as it changes with time.

This allows to obtain the transmission and reflection spectra in a single

run by simulating the propagation of a Gaussian pulse through a structure.

Finite-difference time-domain method

The most widely used technique for time-domain simulations is the finite-

difference time-domain method (FDTD). The details of the FDTD method

are described in Ref. [56]. Here we explain this method for a particular

case of two-dimensional transverse electric (TE) modes propagating in
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some linear nondispersive isotropic nonmagnetic material, i.e. a material

characterized by a scalar spatially dependent dielectric function ǫ.

By two-dimensional we mean that the structure is translationally in-

variant along one direction (z direction). Assuming also that the incident

wave has no wave vector component in the z direction, this implies that

the fields cannot change along the z direction. Therefore we set to zero

all spatial derivatives of the fields with respect to z. Then Maxwell’s curl

equations for TE modes reduce to

∂Ex

∂t
=

1

ǫ

∂Hz

∂y
, (1.6)

∂Ey

∂t
= −1

ǫ

∂Hz

∂x
, (1.7)

∂Hz

∂t
=
∂Ex

∂y
− ∂Ey

∂x
− J̃z. (1.8)

Here Ex and Ey are, respectively, the x and y components of the electric

field, Hz is the z component of the magnetic field, J̃z is a magnetic charge

current density. The latter quantity is a convenient computational way to

mimic a source of TE modes.

This system of equations is discretized using central-difference second-

order accurate approximations to the space and time derivatives on a Yee

lattice (or Yee mesh), shown in Fig. 1.10, and solved according to the Yee

algorithm (after seminal work by Kane Yee [57]). As indicated in Fig. 1.10,

every electric field component is surrounded by two circulating magnetic

field components and every magnetic field component is surrounded by

four circulating electric field components. A point denoted (i, j) on the

Yee lattice corresponds to the spatial coordinate (i∆, j∆), where ∆ is a

lattice space increment, i and j are integers. The electric field component

Ex is stored for the locations ((i+1/2)∆, j∆), the electric field component

Ey is stored for the locations (i∆, (j + 1/2)∆) and the magnetic field

component Hz is stored for the locations ((i + 1/2)∆, (j + 1/2)∆).

The time evolution is simulated in a so-called “leap-frog” scheme. That

is, the electric field is computed at time t from the electric field at time

t− ∆t (∆t is a time step) and the magnetic field at time t− ∆t/2, then
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Figure 1.10. The two-dimentional Yee lattice used in the finite-difference time-
domain calculations.

the magnetic field at time t+ ∆t/2 is computed from the electric field at

time t and the magnetic field at time t− ∆t/2.

We denote a function f at a discrete point in the Yee lattice and at

a discrete point in time as f(i∆, j∆, n∆t) = fn
i,j. The central-difference

second-order accurate in the space and time steps numerical approxima-

tion of Eq. (1.8) is given by

Hz|n+1/2
i,j −Hz|n−1/2

i,j

∆t
=
Ex|ni,j+1/2 − Ex|ni,j−1/2

∆

−
Ey|ni+1/2,j − Ey|ni−1/2,j

∆
− J̃z |ni,j . (1.9)

This expression is used to obtain the magnetic field at time step n +

1/2 from the magnetic field at time step n − 1/2, the electric field and

the current density at time step n. The central-difference second order
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accurate approximation of Eq. (1.6) and (1.7) gives

Ex|n+1
i,j − Ex|ni,j

∆t
=

1

ǫi,j

Hz|n+1/2
i,j+1/2 − Ex|n+1/2

i,j−1/2

∆
, (1.10)

Ey|n+1
i,j − Ey|ni,j

∆t
=

1

ǫi,j

Hz|n+1/2
i−1/2,j − Ex|n+1/2

i+1/2,j

∆
. (1.11)

These equations provide the electric field at time step n + 1 from the

electric fields at time step n and the magnetic field at time step n+ 1/2.

The simulation is stopped when a desired field configuration is reached or

a certain condition is fulfilled.

It can be shown that the above described discretization on a Yee mesh

implicitly enforces the other two Maxwell’s equations [56]. The Yee lattice

is, thus, divergence-free with respect to its electric and magnetic fields and

thereby enforces the absence of free electric and magnetic charge in the

source free space.

Implementation: MIT Electromagnetic Equation Propagation

We used the open source MIT Electromagnetic Equation Propagation

(meep) software package to obtain a numerical solution of Maxwell’s equa-

tions in time-domain. Detailed information about meep and a tutorial on

its usage can be found on the meep website [58].

The usage of meep includes setting up a volume wherein the simula-

tion is performed (computational cell or computational domain), adjust-

ing boundary conditions on the edges of the computational domain and

defining sources of electromagnetic radiation and regions where the flux or

fields will be measured. When transmission calculations are carried out,

a Gaussian pulse source is used in order to obtain the transmission in a

frequency range. In this case meep saves the field values at every time

step in some region behind the sample (a plane in three-dimensions), then

Fourier transforms them and multiplies to obtain frequency dependent

flux. The simulation is stopped after the pulse has propagated through

the structure and a flux plane. The simulation is run again without the

structure (normalization run) to get the incident flux, and, thus, obtain



16 Chapter 1. Introduction

the transmission (= ratio of transmitted and incident flux). If the re-

flectivity is computed as well, the fields from the normalization run are

subtracted from the fields calculated in front of the sample to obtain only

the fields of the reflected wave.

In addition to the FDTD method itself, meep incorporates other useful

algorithms and features. We mention here those that we take advantage

of.

The Bloch periodic boundary conditions can be imposed, i.e. any

phase difference between two opposite boundaries of the computational

domain can be adjusted.

One can simulate open boundary conditions by putting a perfectly

matched layer [59] (PML) next to the boundary. The PML in theory

absorbs without any reflection electromagnetic waves at all frequencies

and angles of incidence. It can be formulated as a region with artificial

anisotropic absorbing materials [60]. The discretization may cause some

spurious reflection. Instead of using a PML for simulating open bound-

aries, one can alternatively set a large computational cell, if it is large

enough so that the wave does not reach the end of the cell before the

simulation stops. This would require, however, much more computer re-

sources.

meep has an implementation of subpixel averaging (or subpixel

smoothing) developed in Ref. [61]. Subpixel smoothing deals with one

of the sources of errors in FDTD calculations — staircasing of dielectric

materials interfaces due to discretization. The averaging greatly increases

the accuracy of the FDTD method when discontinuous dielectric materials

are modelled. Unfortunately, the subpixel averaging occasionally makes

the numerical algorithm less stable. To make sure that we stay in the

regime where instabilities are insignificant we perform a variety of consis-

tency checks. These include a test for decay of the field after the pulse has

propagated through the structure, a check for unitarity (transmission and

reflection sum to unity) and a search for incipient instabilities in the entire

computational domain. We also compared the results of simulations with

and without the subpixel averaging.

As was explained above, in FDTD simulations the electric and mag-

netic fields are offset in time by one half of a time step ∆t/2. So when
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the flux is computed at time step n, the electric field at time step n is

multiplied by the magnetic field at time step n − 1/2. As a consequence,

the flux is calculated with first-order accuracy, while the FDTD method

is ideally second-order accurate. To improve the accuracy meep provides

the possibility to synchronize the fields in time by calculating the mag-

netic field at time step n+ 1/2 and taking arithmetic average of its values

at times t−∆t/2 and t+ ∆t/2. This gives the magnetic field at time t to

second-order accuracy in ∆t. The discussed improvement comes in handy

in chapter 5 (see Appendix 5.A) where we calculate the flux at some fixed

time.

1.4.2 Frequency-domain

Time-domain methods can also be used for band structure calculations by

looking at the response of a system to a short pulse. The eigenfrequencies

produce peaks in the spectrum of the response. This method, however,

has certain disadvantages. Resolving nearly degenerate peaks may take

a long time. Additionally, the signal processing techniques involved in

peak identification are not very reliable, they may miss eigenfrequencies

or identify spurious ones. Frequency-domain eigensolvers are more robust

and often faster.

In a system of linear nondispersive isotropic nonmagnetic materials,

characterized by a scalar spatially dependent dielectric function ǫ, Maxwell’s

curl equations can be reduced to the equation for the magnetic field

∇×
(

1

ǫ
∇× H(r)

)

= ω2H(r). (1.12)

Here ω is the frequency and H(r) is the spatial mode profile. The time

and space dependent field is given by the spatially dependent profile H(r)

multiplied by a complex exponential:

H(r, t) = H(r)e−iωt. (1.13)

Along with the divergence equation

∇ · H(r) = 0 (1.14)
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Eq. (1.12) gives us all the information about the spatial profile H(r) of the

magnetic field. Since Maxwell’s curl equations relate the electric and the

magnetic fields, knowing H(r) we can deduce the electric field pattern.

In a periodic system like a photonic crystal the Bloch theorem holds.

It states that the field has the following form:

Hk(r) = eikruk(r), (1.15)

where uk(r) is a periodic function on the lattice, that is

uk(r) = uk(r + R) (1.16)

for any lattice vector R. The wave vector k identifies the mode Hk with

frequency ω(k). After inserting Eq. (1.15) into Eq. (1.12) we arrive at the

eigenvalue problem

(ik + ∇) ×
(

1

ǫ
(ik + ∇) × uk(r)

)

= ω2uk(r) (1.17)

of a Hermitian operator

Θk = (ik + ∇) × 1

ǫ
(ik + ∇) × . (1.18)

In addition uk(r) must satisfy the transversality constraint originating

from Eq. (1.14):

(ik + ∇) · uk(r) = 0 (1.19)

The solution ω(k) of Eq. (1.17) as a function of the wave vector k is

known as a band structure. Since the system is periodic the eigenvalue

problem (1.17) can be thought of as being restricted to a single unit cell of

the lattice. A Hermitian eigenvalue problem restricted to a finite volume

has discrete eigenvalues. This means that at each k there is an infinite set

of discrete frequencies corresponding to a discrete set of bands.

We used the open source MIT Photonic Bands (mpb) software pack-

age to solve numerically the eigenvalue problem and determine the band

structure of the systems we studied. The information about the mpb soft-

ware and a tutorial are available on the mpb website [62]. The developers
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summarize their method in one sentence, as “preconditioned conjugate-

gradient minimization of the block Rayleigh quotient in a planewave ba-

sis”. Below we explain briefly how this method works, for a more detailed

description of the method implemented in mpb and its advantages we refer

to Ref. [1].

mpb computes band structures and eigenmodes with a planewave

method. The functions uk(r) are represented by a Fourier series

uk(r) =
∑

G

cG(k)eiGr. (1.20)

Here the sum is over all the reciprocal vectors G and

cG =
1

V

∫

e−iGruk(r) dr (1.21)

with V being the unit cell volume. Fourier transform of the eigenvalue

problem leads to an infinite set of equations for cG. Truncation of this set

of equations gives a finite generalized eigenproblem:

Ax = ω2Bx, (1.22)

where A and B are matrices and x is the eigenvector. The smallest eigen-

value ω2
0 satisfies

ω2
0 = min

x

x†Bx

x†Ax
. (1.23)

This is known as Rayleigh-quotient minimization. The minimizing value

x0 is the eigenvector. The minimization is done using a preconditioned

nonlinear conjugate-gradient method [63]. To find the next eigenvalue the

same Rayleigh quotient is minimized with an orthogonality constraint im-

posed on x (x†Bx0=0). This process is repeated to find other subsequent

eigenvalues.

1.5 Berry Phase

In chapters 4 and 5 of this thesis we repeatedly employ the concept of

Berry phase [64] (or geometric phase). Here we would like to give a brief



20 Chapter 1. Introduction

Figure 1.11. The rotating spin s subtends a solid angle Ω.

overview of this concept: we present a definition of a Berry phase to-

gether with basic formulas without detailed derivation. At the end we

give a simple instructive example very closely related to our further con-

siderations. An interested reader may consult Ref. [65] for seminal papers

or use Ref. [66] as a guide to literature; for an elementary introduction to

the subject we recommend chapter 10 from a book by Griffiths [67].

We follow Berry’s introduction of the geometric phase in the context

of quantum mechanics, as it was formulated by him in 1983 for the first

time in a generalized way in his famous work [64]. There were many

“anticipations” (as Berry calls them in his article on a history of the

geometric phase [68]) of this formulation. In fact the first “anticipations”

of a geometric phase were works by Soviet physicists in 1938 and in 1941

in the field of optics [69].

Suppose the Hamiltonian of a quantum system H(t) depends on some

parameters Ri(t) (where i = 1, 2, 3, . . . , N) that are changing gradually

with time. Consequently, the eigenfunctions and eigenvalues also depend

on time. We assume for simplicity the spectrum to be discrete and non-

degenerate:

H(t)ψn(t, x) = En(t)ψn(t, x). (1.24)
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Gradual change of the parameters means that they vary with time much

slower than the internal dynamic variables. As an example from classical

physics one may think of a pendulum placed on an oscillating support with

the period of oscillations being much greater than that of the pendulum.

Under this assumption the adiabatic theorem holds. It states that the

system in the nth eigenstate will remain in the same nth eigenstate during

the time evolution, that is

Ψn(t, x) = ψn(t, x)e−i
R t

0
En(τ) dτeiΓ. (1.25)

In this expression the term
∫ t
0 En(τ) dτ is known as the dynamic phase.

The additional phase factor Γ is called the geometric phase.

If the Hamiltonian follows a closed path in parameter space and returns

to its initial form after a time T , then the geometric phase is given by the

line integral around a closed path in parameter space:

Γ = Γn(T ) = i

∮

〈ψn|∇R ψn〉 dR. (1.26)

It can be shown that Γn(T ) does not depend on the elapsed time T . It is

real and it equals to zero if the parameter space is one dimensional.

In many cases the geometric phase appears in quantum mechanics

and in optics when the spin sweeps out some solid angle Ω (see Fig. 1.11).

Then the geometric phase is given by the product of the spin s and the

solid angle:

Γ = −sΩ. (1.27)

Let us consider an example of a massive spin-1
2

particle governed by

the two dimensional Dirac equation

HΨ = εΨ, H = −iσx
∂

∂x
− iσy

∂

∂y
+ µσz, (1.28)

where σx, σy and σz are Pauli matrices. The resulting dispersion relation

is

ε2 = µ2 + k2
x + k2

y . (1.29)

We calculate the Berry phase which is accumulated by the particle
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Figure 1.12. A circle in momentum space corresponding to motion along a
circle in real space.

after one 360 degree rotation in the x − y plane. A loop in parameter

space, which is in this case the momentum space, is shown in Fig. 1.12.

We insert the solution of equation (1.28) with well-defined momentum

Ψ(x, y) =
1

√

2ε(ε + µ)

(

ε+ µ

kx + iky

)

eikxx+ikyy (1.30)

into the general formula for the Berry phase (1.26) and get:

Γ =
i

2ε(ε+ µ)

∮

[(kx − iky) dkx + (ikx + ky) dky]

+ i

∮

(ix dkx + iy dky). (1.31)

The second term in this expression comes from taking a derivative of

the exponential factor of Eq. (1.30). It equals to zero because it is a

line integral along a circuit of a ‘constant’ vector (independent on the

integration variable). The first term gives the following expression for the

Berry phase:

Γ = −πε− µ

ε
. (1.32)
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In the ultrarelativistic or zero mass limit ε ≫ µ the geometric phase

is equal to −π. This result becomes obvious if we notice that the spin

follows the direction of motion when the mass is zero, thus sweeping out

the solid angle of 2π, and use formula (1.27).

In the nonrelativistic or zero kinetic energy limit ε ≈ µ the Berry

phase is zero. Indeed, the solid angle swept by the spin is zero because it

is decoupled from the motion and points always in the same direction.

Analyzing this example one may ask about the validity of the adi-

abatic approximation. The answer is that adiabaticity is not required

here as there is not any external parameter varying with time. Formally

speaking the geometric phase accumulated by the particle in the example

above should not be called Berry phase, because the Hamiltonian does

not change with time. We use the term Berry phase as an equivalent to

geometric phase following modernly accepted terminology.

Let us elaborate a little on the relevance of the adiabatic approxima-

tion for the geometric phase. Consider the classic example of the Berry

phase [64]: the direction of the magnetic field changes with time, while

its magnitude remains constant, and eventually returns to its initial con-

figuration; the spin of a particle which starts out with spin up (along the

magnetic field) follows the magnetic field and the wave function acquires

the geometric phase given by Eq. (1.27). In this case the external magnetic

field should change adiabatically: the rotation frequency of the magnetic

field should be much smaller than the frequency associated with the cou-

pling energy of the spin with the magnetic field. The classical analog of

that condition would be a magnetic moment in a strong slowly rotating

magnetic field, such that the magnetic moment is always aligned with the

magnetic field pointing in the same direction.

In contrast in the example above the changing parameter is the mo-

mentum of the particle. One could think of a constant external magnetic

field causing this change. Alternatively, one can think of a particle that

makes a loop due to reflections and refractions like in the case studied in

chapter 4. The geometric phase acquired by the wave function after one

full rotation is also given by Eq. (1.27). However in this case the Hamil-

tonian is independent on time thus the adiabaticity is not required. In
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other words the spin is tied to the momentum which is not an external

parameter.

The presence of the mass term does not decouple the spin from the

momentum. The mass only makes the spin rotate out of the x-y plane

while its projection on the x-y plane still follows the momentum. Having

realized this, the expression for the Berry phase (1.32) could have been

simply derived using formula (1.27) and employing geometrical consid-

erations. The solid angle is given by Ω = 2π(1 − cos θ). Here θ is the

angle between the spin and the z axis and its cosine is given by the ratio

between the mass and the energy µ/ε. Collecting these formulas together

we recover the same result (1.32).

1.6 Outline of This Thesis

At the end of this introductory chapter we present an overview of the

remaining chapters.

Chapter 2: Extremal Transmission at the Dirac Point of a Pho-

tonic Band Structure

In this chapter we consider transport of electromagnetic waves through a

photonic crystal with a Dirac spectrum in the range of frequencies where

the spectrum is linear. We calculate the effect of a Dirac point on the

transmission through a photonic crystal.

In free space outside the crystal the electromagnetic wave obeys the

Helmholtz equation whereas inside it is governed by the Dirac equation.

We match the solutions of these two equations at the interfaces between

free space and the photonic crystal by means of interface matrices. These

matrices describe how strongly the plane wave outside is coupled to the

Bloch wave inside, or in other words they describe the transparency of

the interfaces, and depend on the termination of the photonic crystal. In

this chapter the interface matrices remain undetermined (they are only

constrained by the current conservation) allowing us to obtain general

results that remain valid for any termination of the crystal.

The central result of this chapter is the “pseudo-diffusive” 1/L scaling
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law for the transmitted photon current at the Dirac point

I = I0Γ0
W

L
, 0 < Γ0 <

1

π
. (1.33)

Here I0 is the incident current per mode, W and L are the width and

the length of the sample respectively. The slope prefactor Γ0 is a func-

tion of interface matrices and thus contains information concerning the

transparency of the interfaces. For the ideal matching when the interface

matrices are just identity matrices we have Γ0 = 1/π.

Additionally the assumption that the two interfaces are related by

reflection symmetry leaves us with only two undetermined parameters

in the transmission amplitude as a function of frequency of the incident

wave. These parameters are calculated numerically in chapter 3 for some

particular cases.

Knowing that the modes are evanescent at the Dirac point one might

have expected exponential decay of the transmitted current as a func-

tion of sample length — the same as for a stopband (bandgap). On the

contrary, for a passband the transmitted current does not depend on the

length. It turns out that the Dirac point is a special point of a band struc-

ture which can be attributed to neither a passband nor to a stopband. It

produses an unusual 1/L scaling law resembling diffusive transmission

through a disordered medium.

Chapter 3: Numerical Test of the Theory of Pseudo-diffusive

Transmission at the Dirac Point of a Photonic Band Structure

The purpose of this chapter is to perform a quantitative numerical test

of the predictions of chapter 2 from first principles (solving full Maxwell’s

equations) without making the approximation of the Dirac equation.

By fitting the calculated transmission as a function of frequency at

a fixed value of transverse wave vector to the analytical result (2.27) we

extract the interface parameters which were previously left undetermined

as they are beyond the description based on the Dirac equation. First we

confirm the validity of the assumption made in chapter 2 concerning the

independence of the interface parameters on the transverse wave vector:

we show that the same set of parameters also describes the frequency de-
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Figure 1.13. A photograph of a photonic crystal fragment from an ongoing
experiment. The experiment is performed in the group of M. J. A. de Dood at the
University of Leiden and aims, in particular, to test for 1/L scaling. Photograph
by courtesy of M. J. A. de Dood.

pendence of the transmission probability for other values of the transverse

wave vector.

Then we consider a range of incident transverse wave vectors to demon-

strate the 1/L scaling predicted in chapter 2. We observe a clear 1/L

scaling with slope coefficient Γ0 = 0.30. The obtained slope is only 6%

smaller than the maximal value Γ0 = 1/π reached for an ideal interface.

Further we repeat the calculations for different realizations of trian-

gular lattice photonic crystal changing the dielectric constant of the rods

and the filling fraction. In every case we arrive at the 1/L scaling with a

slope coefficient Γ0 that stays within 8% of the maximal value 1/π. This

demonstrates that nearly ideal interfaces are a generic property of these

types of crystals.

We show in this chapter a good agreement between numerical results

and analytical theory based on the Dirac equation. This fully justifies

the applicability of the Dirac equation to a photonic crystal with a Dirac

spectrum.

Figure 1.13 shows a fragment of a photonic crystal from an ongoing
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experiment by the group of M. J. A. de Dood aimed, in particular, to test

for 1/L scaling. Preliminary experimental data demonstrate the predicted

1/L behavior. The slope Γ0, however, has not been determined yet.

Chapter 4: How to Detect the Pseudospin-1

2
Berry Phase in a

Photonic Crystal with a Dirac Spectrum

In the previous chapters we confirm and justify the usage of the Dirac

equation in describing transport properties of a photonic crystal with a

Dirac spectrum. One rather important feature of the Dirac equation we

investigate in this chapter is that it provides a description of particles

with spin-1
2
. This spin-1

2
degree of freedom in the case of photonic crys-

tal emerges from orbital motion in the periodic dielectric medium and is

therefore called pseudospin.

The pseudospin-1
2

can manifest itself by producing the Berry phase

upon sweeping out some solid angle Ω (see Fig. 1.11). The Berry phase is

given by the product of the spin s and the solid angle it sweeps out

Γ = −sΩ. (1.34)

Normally, when time reversal and inversion symmetries are present,

the excitations in a photonic crystal with a Dirac spectrum are governed

by the massless two-dimensional Dirac equation. It implies that the pseu-

dospin follows the direction of motion and thus to make the pseudospin

execute a closed path we need to make a photon execute a closed path.

Such a path in general will also contain a large unspecified dynamical

phase, which will obscure the Berry phase. In this chapter we show how

complementary media can be used to eliminate the dynamical phase, al-

lowing us to isolate the Berry phase.

The complementary media are isolated from free space by two gap

regions. The gap regions are created by breaking the inversion symmetry

of the crystal. This produces a mass term in the Dirac equation. A

transmission minimum at the complementarity frequency arises as a direct

consequence of the geometric phase shift of π acquired by rotation of

the pseudospin over 360◦ around a perpendicular axis. We also show a
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Figure 1.14. Measurement of coherent backscattering from a ZnO powder.
The sample is rotated to average the reflected intensity, which is plotted against
the scattering angle. The measured peak due to coherent backscattering is su-
perimposed on the diffuse scattering intensity (dashed curve, normalized to unity
in the backscattering direction at zero angle). The relative height of the peak is
a factor-of-two. The angular width is of order 1/kl ≈ 40 mrad, for wave length
λ = 2π/k = 514 nm and mean free path l = 1.89µm. The inset shows the optical
setup. Use of a beam splitter permits detection in the backscattering direction,
which would otherwise be blocked by the incident laser beam. Adapted from
Ref. [70].

change from a minimum to a maximum when complementarity is broken

by flipping the sign of the mass in one of the gap regions.

We support our analytical theory based on the Dirac equation by a

numerical solution of full Maxwell’s equations.

Chapter 5: Extinction of Coherent Backscattering by a Disor-

dered Photonic Crystal with a Dirac Spectrum

We consider coherent backscattering from a two-dimensional triangular

lattice photonic crystal with a Dirac spectrum. Elaborating on our pre-

vious findings we show here that the half-integer spin and the associated

Berry phase remain observable in the presence of disorder in the crystal.

A pair of reciprocal waves, related by time reversal symmetry, arrive

at an observer with a phase difference equal to a geometric phase acquired
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by them. In the scalar case the geometric phase is zero and therefore a

pair of reciprocal waves interfere constructively. This can be observed as

a peak in the angular profile of the reflected intensity (see Fig. 1.14). The

peak is in the backscattering direction, so this effect is called “coherent

backscattering” [71, 72, 73, 74]. In our case of pseudospin-1
2

particles the

geometric phase difference of π between the two reciprocal waves switches

constructive interference to destructive interference leading to an extinc-

tion of coherent backscattering — a dramatic change from a peak to a

dip with zero intensity. An analogous effect was predicted in 2005 by

Bliokh [75] for scattering of ultrarelativistic electrons from a disordered

medium.

By including the Berry phase in the theory for scattering of scalar

waves we construct an analytical theory for the extinction of coherent

backscattering. We confirm our analytical results with a numerical solu-

tion of full Maxwell’s equations.

Chapter 6: Quantum Goos-Hänchen Effect in Graphene

In contrast to the preceding chapters, in this chapter the analogy between

optical and electronic systems works the other way around. Here we show

that the Goos-Hänchen effect (a wave effect on total internal reflection at

an interface, resulting in a shift of the trajectory along the interface) ob-

served for the first time in optics can be realized in graphene, at interfaces

between n-doped and p-doped regions.

We calculate the general formula for the Goos-Hänchen shift in terms

of the reflection amplitude. Further we compute the Goos-Hänchen shift

upon reflection from n-n and p-n interfaces in graphene and demonstrate

that for the n-n interface the Goos-Hänchen shift is always positive mean-

ing that the wave is shifted in the forward direction whereas for the p-n

interface it can be positive or negative depending on the angle of incidence.

A negative Goos-Hänchen effect results in a bound state which becomes

apparent as a minimum in the dispersion relation.

By means of an analytical theory we predict that in an n-doped channel

with p-doped boundaries the Goos-Hänchen effect doubles the degeneracy

of the lowest propagating mode, introducing a two-fold degeneracy on top

of the usual spin and valley degeneracies. This can be observed as a
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stepwise increase by 8e2/h of the conductance with increasing channel

width. We confirm this prediction by performing numerical simulations of

electrical conduction in a tight binding model of a graphene sheet covered

by a split-gate electrode.



Chapter 2

Extremal Transmission at

the Dirac Point of a

Photonic Band Structure

2.1 Introduction

In a two-dimensional photonic crystal with inversion symmetry the band

gap may become vanishingly small at corners of the Brillouin zone, where

two bands touch as a pair of cones. Such a conical singularity is also

referred to as a Dirac point, because the two-dimensional Dirac equation

has the same conical dispersion relation. In a seminal work [28, 29], Raghu

and Haldane investigated the effects of broken inversion symmetry and

broken time reversal symmetry on the Dirac point of an infinite photonic

crystal. Here we consider the transmission of radiation through an ideal

but finite crystal, embedded in free space.

As we will show, the proximity to the Dirac point is associated with

an unusual scaling of the transmitted photon current I with the length

L of the photonic crystal. We assume that L is large compared to the

lattice constant a but small compared to the transverse dimension W of

the crystal. For a true band gap, I would be suppressed exponentially

with increasing L when the frequency ω lies in the gap. Instead, we find

that near the Dirac point I ∝ 1/L. The 1/L-scaling is reminiscent of
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x
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a

Figure 2.1. Photonic crystal formed by a dielectric medium perforated by
parallel cylindrical holes on a triangular lattice (upper panel: front view; lower
panel: top view). The dashed lines indicate the radiation incident on the armchair
edge of the crystal, with the electric field polarized in the z-direction.

diffusion through a disordered medium, but here it appears in the absence

of any disorder inside the photonic crystal.

Such “pseudo-diffusive” scaling was discovered in Refs. [76, 77] for

electrical conduction through graphene (a two-dimensional carbon lattice

with a Dirac point in the spectrum). Both the electronic and optical

problems are governed by the same Dirac equation inside the medium, but

the coupling to the outside space is different. In the electronic problem,

the coupling can become nearly ideal for electrical contacts made out of

heavily doped graphene [76, 77], or by suitably matching the Fermi energy

in metallic contacts [50, 78]. An analogous freedom does not exist in the

optical case.

The major part of our analysis is therefore devoted to the question how
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nonideal interfaces affect the dependence of I on ω and L. Our conclusion

is that

I/I0 = Γ0W/L (2.1)

at the Dirac point, with I0 the incident current per mode and Γ0 an

effective interface transparency. The properties of the interfaces determine

the proportionality constant Γ0, and they also determine whether I as a

function of ω has a minimum or a maximum near the Dirac point, but

they leave the 1/L-scaling unaffected.

In Sec. 2.2 we formulate the wave equations inside and outside the

medium. The Helmholtz equation in free space is matched to the Dirac

equation inside the photonic crystal by means of an interface matrix in

Sec. 2.3. This matrix could be calculated numerically, for a specific model

for the termination of the crystal, but to arrive at general results we

work with the general form of the interface matrix (constrained by the

requirement of current conservation). The mode dependent transmission

probability through the crystal is derived in Sec. 2.4. It depends on a pair

of interface parameters for each of the two interfaces. In Sec. 2.5 we then

show that the extremal transmission near the Dirac point scales ∝ 1/L

regardless of the values of these parameters. We conclude in Sec. 2.6 with

suggestions for experiments.

2.2 Wave Equations

We consider a two-dimensional photonic crystal consisting of a triangular

or honeycomb lattice in the x-y plane formed by cylindrical air-filled holes

along the z-axis in a dielectric medium (see Fig. 2.1). The crystal has a

width W along the y-direction and a length L along the x-direction, both

dimensions being large compared to the lattice constant a. Monochro-

matic radiation (frequency ω) is incident on the plane x = 0, with the

electric field E(x, y)eiωt polarized along the z-axis.

In the free space outside of the photonic crystal (x < 0 and x > L)

the Maxwell equations reduce to the Helmholtz equation

(

∂2
x + ∂2

y

)

E(x, y) +
ω2

c2
E(x, y) = 0. (2.2)
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The mean (time averaged) photon number flux in the x-direction is given

by [79]

jH =
ε0c

2

4i~ω2

(

E∗ ∂E

∂x
− E

∂E∗

∂x

)

. (2.3)

Inside the photonic crystal (0 < x < L) the Maxwell equations reduce

to the Dirac equation [28, 29]

(

0 −ivD(∂x − i∂y)

−ivD(∂x + i∂y) 0

)(

Ψ1

Ψ2

)

= (ω − ωD)

(

Ψ1

Ψ2

)

, (2.4)

for the amplitudes Ψ1,Ψ2 of a doublet of two degenerate Bloch states at

one of the corners of the hexagonal first Brillouin zone.

As explained by Raghu and Haldane [28, 29]1, the modes at the six

zone corners Kp,K
′
p (p = 1, 2, 3), which are degenerate for a homogeneous

dielectric, are split by the periodic dielectric modulation into a pair of

doublets at frequency ωD and a pair of singlets at a different frequency.

The first doublet and singlet have wave vectors at the first set of equivalent

corners Kp, while the second doublet and singlet are at K′
p. Each doublet

mixes and splits linearly forming a Dirac point as the wave vector is shifted

by δk from a zone corner. The Dirac equation (2.4) gives the envelope

field ∝ eiδk·r of one of these doublets.

The frequency ωD and velocity vD in the Dirac equation depend on the

strength of the periodic dielectric modulation, tending to ωD = c′|Kp| =

c′|K′
p| = 4πc′/3a and vD = c′/2 in the limit of weak modulation. (The

speed of light c′ in the homogeneous dielectric is smaller than the free

space value c.)

Eq. (2.4) may be written more compactly as

−ivD(∇ · σ)Ψ = δωΨ, δω ≡ ω − ωD, (2.5)

in terms of the spinor Ψ = (Ψ1,Ψ2) and the vector of Pauli matrices

σ = (σx, σy). In the same notation, the velocity operator for the Dirac

1Ref. [28, 29] considers a photonic crystal formed by dielectric cylinders in air, while
we consider the inverse geometry of cylindrical perforations of a dielectric medium.
Both geometries have a Dirac point in the band structure, see M. Plihal and A. A.
Maradudin, Phys. Rev. B 44, 8565 (1991).
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Figure 2.2. Right panels: Hexagonal first Brillouin zone of the photonic crystal
(top) and dispersion relation of the doublet near one of the zone corners (bottom).
Filled and open dots distinguish the two sets of equivalent zone corners, centered
at Kp and K ′

p, respectively. The small circles centered at the zone corners are
the equal-frequency contours at a frequency ω just above the frequency ωD of
the Dirac point. Left panels: Equal-frequency contour in free space (top) and
corresponding dispersion relation (bottom). A plane wave in free space with kx

close to k0 (arrows in the upper left panel) excites Bloch waves in the photonic
crystal with k close to K1 and K2 (arrows in the upper right panel), as dictated
by conservation of ky and ω (dotted horizontal lines).

equation is vDσ. The mean photon number flux jD in the x-direction is

therefore given by

jD = vDΨ∗σxΨ = vD(Ψ∗
1Ψ2 + Ψ∗

2Ψ1). (2.6)

The termination of the photonic crystal in the y-direction introduces

boundary conditions at the edges y = 0 and y = W which depend on the

details of the edges, for example on edges being of zigzag, armchair, or

other type. For a wide and short crystal, W ≫ L, these details become ir-
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relevant and we may use periodic boundary conditions [Ψ(x, 0) = Ψ(x,W )]

for simplicity.

2.3 Wave Matching

The excitation of modes near a Dirac point has been discussed by Notomi

[19], in terms of a figure similar to Fig. 2.2. Because the y-component

of the wave vector is conserved across the boundary at x = 0, the dou-

blet near K1 = (Kx,Ky) or K2 = (−Kx,Ky) can only be excited if the

incident radiation has a wave vector k = (kx, ky) with ky near Ky. The

conservation of ky holds up to translation by a reciprocal lattice vector.

We will consider here the case of |k| < |Kp|, where no coupling to K3

is allowed. The actual radius of the equal frequency contour in the free

space at ω = ωD will depend on a particular photonic crystal realization.

The incident plane waves Eincident = E0e
ik·r in free space that excite

Bloch waves at a frequency δω = ω − ωD have ky = Ky[1 + O(δω/ωD)]

and kx = k0[1 + O(δω/ωD)] with

k0 =
√

(ωD/c)2 −K2
y . (2.7)

For δω ≪ ωD we may therefore write the incident wave in the form

Eincident(x, y) = E+(x, y)eik0x+iKyy, (2.8)

with E+ a slowly varying function. Similarly, the reflected wave will have

ky ≈ Ky and kx ≈ −k0, so that we may write it as

Ereflected(x, y) = E−(x, y)e−ik0x+iKyy, (2.9)

with E− slowly varying.

The orientation of the Brillouin zone shown in Fig. 2.2 corresponds to

an armchair edge of the triangular lattice at x = 0. For this orientation

only one of the two inequivalent doublets is excited for a given ky. (The

other doublet at K′
1, K′

2 is excited for −ky.) A 90◦ rotation of the Brillouin

zone would correspond to a zigzag edge. Then a linear combination of

the two inequivalent doublets is excited near ky = 0. For simplicity, we
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will restrict ourselves here to the case shown in the figure of separately

excitable doublets.

While the conservation of the wave vector component parallel to the

boundary determines which modes in the photonic crystal are excited,

it does not determine with what strength. For that purpose we need

to match the solutions of the Helmholtz and Dirac equations at x = 0.

The matching should preserve the flux through the boundary, so it is

convenient to write the flux in the same form at both sides of the boundary.

The photon number flux (2.3) for the Helmholtz equation may be

written in the same form as the flux (2.6) for the Dirac equation, by

jH = vHE∗σxE , (2.10a)

vH =
ε0c

2k0

4~ω2
, E =

(

E+ + E−

E+ − E−

)

. (2.10b)

(In the prefactor k0 we have neglected corrections of order δω/ωD.) Flux

conservation then requires

vHE∗σxE = vDΨ∗σxΨ, at x = 0. (2.11)

The matching condition has the general form [80]

Ψ = (vH/vD)1/2ME , at x = 0. (2.12)

The flux conservation condition (2.11) implies that the transfer matrix M

should satisfy a generalized unitarity condition,

M−1 = σxM
†σx. (2.13)

Eq. (2.13) restricts M to a three-parameter form

M = eγσzeβσyeiασx (2.14)

(ignoring an irrelevant scalar phase factor). The real parameters α, β, γ

depend on details of the boundary at the scale of the lattice constant —

they can not be determined from the Helmholtz or Dirac equations (the

latter only holds on length scales ≫ a).
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We now show that the value of α becomes irrelevant close to the Dirac

point. At the boundary the incident and reflected waves have the form

Eincident = E0

(

1

1

)

, Ereflected = rE0

(

1

−1

)

, (2.15)

with r the reflection coefficient, and E0 ≡ E+(0, y) a slowly varying func-

tion. Both “spinors” are eigenvectors of σx, hence the action of eiασx on

E is simply a phase factor:

MEincident = eγσzeβσyeiαEincident,

MEreflected = eγσzeβσye−iαEreflected. (2.16)

There is no need to determine the phase factor e±iα, since it has no effect

on the reflection probability |r|2.

A similar reasoning applies at the boundary x = L, where the matching

condition reads

Ψ = (vH/vD)1/2M ′E , at x = L. (2.17)

Flux conservation requires that M ′ = eγ
′σzeβ

′σyeiα
′σx , with real parame-

ters α′, β′, γ′. The value of α′ is again irrelevant close to the Dirac point,

because the spinor of the transmitted wave

Etransmitted = tE0

(

1

1

)

(2.18)

(with t the transmission coefficient) is an eigenvector of σx. So

M ′Etransmitted = eγ
′σzeβ

′σyeiα
′Etransmitted, (2.19)

with a phase factor eiα
′

that has no effect on the transmission probability

|t|2.

2.4 Transmission Probability

We consider the case W ≫ L of a wide and short crystal, when we may use

periodic boundary conditions at y = 0,W for the Bloch waves Ψ ∝ eiδk·r.
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Figure 2.3. Frequency dependence of the transmitted current, for interface
parameters β′ = β, γ′ = −γ. In the top panel we take γ = 0 and vary β, while
in the bottom panel we take β = 0 and vary γ. The solid curves (β = γ = 0)
correspond to maximal coupling of the photonic crystal to free space. The curves
are calculated from Eqs. (2.27) and (2.30), in the regime W/L ≫ 1 where the
sum over modes may be replaced by an integration over transverse wave vectors.

The transverse wave vector δky is then discretized at δky = 2πn/W ≡
qn, with mode index n = 0,±1,±2,±3, . . .. We seek the transmission

amplitude tn of the n-th mode.

We first determine the transfer matrix Mn(x, 0) of the n-th mode
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Φn(x)eiqny through the photonic crystal, defined by

Φn(x) = Mn(x, 0)Φn(0). (2.20)

From the Dirac equation (2.5) we obtain the differential equation

d

dx
Mn(x, 0) =

(

iδω

vD
σx + qnσz

)

Mn(x, 0), (2.21)

with solution

Mn(x, 0) = cos knx+
sin knx

kn

(

iδω

vD
σx + qnσz

)

. (2.22)

We have defined the longitudinal wave vector

kn =
√

(δω/vD)2 − q2n. (2.23)

The total transfer matrix through the photonic crystal, including the

contributions (2.12) and (2.17) from the interfaces at x = 0 and x = L, is

M = M ′−1Mn(L, 0)M. (2.24)

It determines the transmission amplitude by

M
(

1 + rn
1 − rn

)

=

(

tn
tn

)

⇒
(

1 − rn
1 + rn

)

= M†

(

tn
tn

)

⇒ 1

tn
=

1

2

2
∑

i=1

2
∑

j=1

M∗
ij , (2.25)

where we have used the current conservation relation M−1 = σxM†σx.

The general expression for the transmission probability Tn = |tn|2 is

rather lengthy, but it simplifies in the case that the two interfaces at x = 0

and x = L are related by a reflection symmetry. For a photonic crystal

that has an axis of symmetry at x = L/2 both Φ(x) and σyΦ(L− x) are

solutions at the same frequency. This implies for the transfer matrix the
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Figure 2.4. Same as Fig. 2.3, for β and γ both nonzero.

symmetry relation

σyMσy = M−1 ⇒ σyM
′σy = M

⇒ β′ = β, γ′ = −γ, (2.26)

and we obtain

1

Tn
=

(

δω sin knL

vDkn
cosh 2β − cos knL sinh 2β sinh 2γ

−qn sin knL

kn
sinh 2β cosh 2γ

)2

+

(

cos knL cosh 2γ +
qn sin knL

kn
sinh 2γ

)2

. (2.27)

For an ideal interface (when β = 0 = γ) we recover the transmission

probability of Ref. [77].

At the Dirac point, where δω = 0 ⇒ kn = iqn, Eq. (2.27) reduces

further to

1

Tn
= cosh2(qnL+ 2γ) + sinh2 2β sinh2(qnL+ 2γ). (2.28)

More generally, for two arbitrary interfaces, the transmission probability
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at the Dirac point takes the form

1

Tn
= cosh2(β − β′) cosh2 ξn + sinh2(β + β′) sinh2 ξn,

ξn = qnL+ γ − γ′. (2.29)

While the individual Tn’s depend on γ and γ′, this dependence drops out

in the total transmission
∑

n Tn.

2.5 Photon Current

The transmission probabilities determine the time averaged photon cur-

rent I at frequency ωD + δω through the photonic crystal,

I(δω) = I0

∞
∑

n=−∞

Tn(δω), (2.30)

where I0 is the incident photon current per mode. The sum over n is

effectively cut off at |n| ∼ W/L≫ 1, because of the exponential decay of

the Tn’s for larger |n|. This large number of transverse modes excited in

the photonic crystal close to the Dirac point corresponds in free space to

a narrow range δφ ≃ a/L ≪ 1 of angles of incidence. We may therefore

assume that the incident radiation is isotropic over this range of angles

δφ, so that the incident current per mode I0 does not depend on n.

Since W/L≫ 1 the sum over modes may be replaced by an integration

over wave vectors,
∑∞

n=−∞ → (W/2π)
∫∞
−∞ dqn. The resulting frequency

dependence of the photon current around the Dirac frequency is plotted

in Figs. 2.3 and 2.4, for several values of the interface parameters. As

we will now discuss, the scaling with the separation L of the interfaces is

fundamentally different close to the Dirac point than it is away from the

Dirac point.

Substitution of Eq. (2.29) into Eq. (2.30) gives the photon current at
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the Dirac point,

I(δω = 0) = I0Γ0
W

L
,

Γ0 =
arctan[sinh(β + β′)/ cosh(β − β′)]

π sinh(β + β′) cosh(β − β′)
, (2.31)

independent of the parameters γ, γ′. For two ideal interfaces we reach the

limit

lim
β,β′→0

I(δω = 0)/I0 =
1

π

W

L
, (2.32)

in agreement with Refs. [76, 77]. Eq. (2.31) shows that, regardless of the

transparency of the interfaces at x = 0 and x = L, the photon current

at the Dirac point is inversely proportional to the separation L of the

interfaces (as long as a≪ L≪ W ).

As seen in Figs. 2.3 and 2.4, the photon current at the Dirac point has

an extremum (minimum or maximum) when either γ or β are equal to

zero. If the interface parameters β, γ are both nonzero, then the extremum

is displaced from the Dirac point by a frequency shift δωc. The photon

current I(δωc) at the extremum remains inversely proportional to L as

in Eq. (2.31), with a different proportionality constant Γ0 (which now

depends on both β and γ).

The 1/L-scaling of the photon current applies to a frequency interval

|δω| . vD/L around the Dirac frequency ωD. For |δω| ≫ vD/L the photon

current approaches the L-independent value

I∞ = I0Γ
Wδω

πvD
, (2.33)

with rapid oscillations around this limiting value. The effective interface

transmittance Γ is a rather complicated function of the interface param-

eters β, β′, γ, γ′. It is still somewhat smaller than unity even for maximal

coupling of the photonic crystal to free space (Γ = π/4 for β = γ = 0).
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2.6 Conclusion

While several experiments [81, 82] have studied two-dimensional photonic

crystals with a honeycomb or triangular lattice, the emphasis has been on

the frequency range where the band structure has a true gap, rather than

on frequencies near the Dirac point. Recent experiments on electronic con-

duction near the Dirac point of graphene have shown that this singularity

in the band structure offers a qualitatively new transport regime [83].

Here we have explored the simplest optical analogue, the pseudo-diffusive

transmission extremum near the Dirac point of a photonic crystal. We

believe that photonic crystals offer a particularly clean and controlled

way to test this prediction experimentally. The experimental test in the

electronic case is severely hindered by the difficulty to maintain a homo-

geneous electron density throughout the system [84]. No such difficulty

exists in a photonic crystal.

If this experimental test is successful, there are other unusual effects

at the Dirac point waiting to be observed. For example, disorder has been

predicted to increase — rather than decrease — the transmission at the

Dirac point [85, 86, 87]. Photonic crystals could provide an ideal testing

ground for these theories.



Chapter 3

Numerical Test of the

Theory of Pseudo-Diffusive

Transmission at the Dirac

Point of a Photonic Band

Structure

3.1 Introduction

Two-dimensional photonic crystals with a triangular lattice (such as shown

in Fig. 3.1) have been studied extensively [14, 15, 16, 1, 17, 19, 18, 20,

21, 22, 23, 24, 25], in particular because they have a well-developed band

gap. For frequencies inside this gap the transmission through the crystal

decays exponentially with the thickness L. The band structure has another

interesting feature which has received much less attention, namely the

conical singularity that appears at the corner (=K-point) of the hexagonal

first Brillouin zone [14]. As indicated in Fig. 3.2, at a given wave vector

near the K-point two Bloch modes are nearly degenerate in frequency.

The envelopes of the Bloch modes satisfy a pair of coupled differential

equations that have the same form as the Dirac equation of relativistic

quantum mechanics [28, 29]. Hence the name “Dirac point” given to
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Figure 3.1. Top view of a two-dimensional photonic crystal formed by dielectric
rods on a triangular lattice in the x− y plane, aligned along the z-direction. The
lattice constant a (centre-to-centre distance of the rods) is indicated. We calculate
the transmission through the slab of thickness L of radiation incident near the
K-point of the photonic crystal, and find that it scales as 1/L.

the conical singularity. The essential difference between a band gap and

a Dirac point is that the density of states is zero for a finite frequency

interval in the former case, but only at a single frequency in the latter

case.

Motivated by an electronic analogue (graphene [77]), Bazaliy and the

authors [89] have recently predicted a new signature of the conical singu-

larity: near the Dirac point the photon flux I transmitted through a slab

of photonic crystal is predicted to scale as 1/L with the thickness L of the

slab. The 1/L scaling is called “pseudo-diffusive” due to its reminiscence

of diffusion through a disordered medium — although here it appears for

Bloch modes in the absence of any disorder inside the photonic crystal.

More quantitatively, the prediction of Ref. [89] is that at the Dirac

point

I = I0Γ0
1

L
, 0 < Γ0 < 1/π, (3.1)

with I0 the incident photon current per transverse mode and I the trans-

mitted photon flux (= transmitted photon current per unit width). The

coefficient Γ0 that determines the slope of the 1/L scaling depends on the

coupling strength of the Bloch modes inside the photonic crystal to the

plane waves outside. For maximal coupling one has Γ0 = 1/π [77, 89].

It is the purpose of this chapter to test the prediction of Ref. [89]
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Figure 3.2. Electromagnetic band structure of the photonic crystal shown in
Fig. 3.1, calculated for a dielectric constant ǫ = 14 inside the rods and ǫ = 1 (air,
speed of light c) outside the rods. (We used the mpb software package for this
type of calculation [88].) The rods (radius r = 0.27 a) occupy a fraction f = 0.26
of space in the crystal. The bands are shown for the case that the magnetic field
is parallel to the rods (TE modes). The arrow points to the conical singularity
(Dirac point) and the dashed line shows the dispersion relation in free space.
The first Brillouin zone is drawn in the inset. (Note that the Γ −M direction is
perpendicular to the x = 0 interface of the photonic crystal, for the orientation
of Fig. 3.1.)

quantitatively, by means of a numerical solution of the scattering problem.

(An independent test in Ref. [90] provides only a qualitative comparison.)

By means of an exact solution of Maxwell’s equations we can test how well

the Dirac equation used in Ref. [89] describes the scattering near the Dirac

point. Furthermore, we can determine the slope Γ0 — which is beyond

the reach of the Dirac equation and was left undetermined in Ref. [89].

3.2 Interface Parameters

We solve the scattering problem in the geometry of Fig. 3.1 for the pa-

rameters listed in Fig. 3.2. The transmitted photon flux for a given in-

cident plane wave ∝ eikxx+ikyy is calculated as a function of frequency

ω = c
√

k2
x + k2

y for a given thickness L of the crystal. (The transverse
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Figure 3.3. Equifrequency contours for the photonic crystal of Fig. 3.2, calcu-
lated for ω = 2.89 c/a = 0.95ωD. The contours (thick solid lines) are centered
at the corners of the first Brillouin zone, and are approximately circular with a
slight trigonal distortion. The dashed circle is the equifrequency contour in free
space, at the same ω. An incident plane wave at an angle θ (dashed arrow) is
coupled to Bloch modes in the crystal with the same wave vector component ky

(solid arrow shows wave vector of the envelope field). When ω → ωD, the radius
of the equifrequency contours shrinks to zero and the incident plane wave can
only couple to evanescent (exponentially decaying) Bloch modes.

width is infinite in the calculation.) We use the finite-difference time-

domain method [56], as implemented in the meep software package [61].

To make contact with Ref. [89] we first extract from Fig. 3.2 the param-

eters ωD = 3.05 c/a, vD = 0.369 c that characterise the conical singularity

in the band structure,

δω ≡ ω − ωD = vD|δk|. (3.2)

Here δk = k − K is the displacement of the wave vector k from the K-

point, with wave vector K = 2
3πa

−1(
√

3, 1). The velocity vD is the group

velocity of Bloch modes at frequencies near the frequency ωD of the Dirac
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point. A given δky corresponds to an angle of incidence

θ = arcsin
[ c

ω
(Ky + δky)

]

. (3.3)

In particular, δky = 0 and ω = ωD correspond to θ = arcsin (2πc/3ωDa) ≡
θ0. For our parameters θ0 = 43◦.

As indicated in Fig. 3.3, an incident plane wave couples to Bloch modes

in the photonic crystal with the same ky. Propagating envelope modes

have wave vector on the equifrequency contour centered at a K-point. As

the frequency ω approaches the Dirac frequency ωD, the radius of the

equifrequency contour shrinks to zero, and the incident plane wave can

only couple to evanescent modes. These decay exponentially away from

the interface, with a decay length ∝ 1/|δky | which becomes infinitely long

at the K-point.

The crucial difference between transmission at the Dirac frequency and

inside a band gap is this: In both cases, the photonic crystal supports only

evanescent Bloch modes, but inside the band gap the decay length as a

function of angle of incidence has a finite maximum value — while at the

Dirac frequency the maximum decay length is infinite. As a consequence,

angular averaging of the transmitted intensity over some narrow range of

incident angles around θ0 gives an exponentially decaying transmission in-

side the band gap, but only an algebraic 1/L decay at the Dirac frequency

[89].

For a quantitative description of this scaling behavior we need to con-

sider the coupling strength of the Bloch modes inside the crystal to the

plane waves outside. The transfer matrix of the interface at x = 0 and

x = L, which determines this coupling, is characterised by two parameters

β and γ. These parameters enter into the expression for the transmission

probability T (δky , δω), which is defined as the ratio of transmitted to in-

cident photon flux for an incident plane wave [frequency ω = ωD + δω and
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Figure 3.4. Transmission probability through the slab of photonic crystal of
thickness L = 8

√
3 a. The data points are the numerical results, the curves are

calculated from Eq. (3.4) with the interface parameters of Eq. (3.5). The vertical
dashed line indicates the Dirac frequency ωD. This plot is for a single incident
plane wave with δky = 0 (open data points, solid curve) and δky = −(π/30)a−1

(filled data points, dotted curve).

angle of incidence θ related to δky by Eq. (3.3)]. The result is [89]

1

T
=

(

δωL sin σ

vDσ
cosh 2β − cos σ sinh 2β sinh 2γ

−δkyL sinσ

σ
sinh 2β cosh 2γ

)2

+

(

cos σ cosh 2γ +
δkyL sinσ

σ
sinh 2γ

)2

, (3.4)

with σ = L
√

(δω/vD)2 − δk2
y .

We extract the two interface parameters

β = −0.094, γ = −0.133 (3.5)

from the T versus δω dependence at δky = 0, plotted in Fig. 3.4. In

the same figure we show that the δky dependence of these parameters is
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Figure 3.5. Transmitted flux (3.6) for L = 13
√

3 a. Data points are the
numerical results, curves are calculated from Eq. (3.4). The vertical dashed line
indicates the Dirac frequency ωD. This plot is for a range |δky | ≤ ∆ of incident
wave vectors, with ∆ = (π/30)a−1 for the open data points and solid curve;
∆ = (π/15)a−1 for the filled data points and dotted curve.

weak for δkya ≪ 1, as was assumed in Ref. [89], since the same set of

parameters (3.5) also describes the δω dependence of T at nonzero δky.

3.3 1/L Scaling

To test for the 1/L scaling we need to consider a range −∆ < δky < ∆

of incident transverse wave vectors. (This corresponds to a range ∆θ ≃
2c∆/ωD cos θ0 of incident angles centered at θ0.) According to Ref. [89]

the 1/L scaling is reached when L & 1/∆. We calculate the transmitted

photon flux I(ω) in this range of wave vectors,

I(ω) = I0

∫ ∆

−∆

δky

2π
T (δky , δω = ω − ωD). (3.6)

As shown in Fig. 3.5, we find a strong dependence of I on the range of

wave vectors ∆ away from the Dirac frequency — but not at the Dirac
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Figure 3.6. Transmitted flux Imin at the minimum near the Dirac point versus
the thickness L of the slab. Open data points are for ∆ = (π/30)a−1, filled data
points are for ∆ = (π/15)a−1. The solid and dashed lines show the analytical
prediction from Eq. (3.4) with the interface parameters of Eq. (3.5).

ǫ f ωDc/a vD/c β γ Γ0

◦ 14 0.26 3.05 0.369 -0.094 -0.133 0.298

N 14 0.43 2.50 0.254 0.065 -0.162 0.295

• 8.9 0.33 3.03 0.432 -0.095 -0.197 0.298

+ 8.9 0.40 2.83 0.393 -0.045 -0.199 0.298

Table 3.1. Parameters representing four different triangular lattice photonic
crystals. Symbols on the left correspond to the data points in Fig. 3.7.

frequency, where the transmitted flux reaches a minimum Imin which is ∆

independent for ∆ & 1/L.1

In Fig. 3.6 we plot the L dependence of Imin on a double-logarithmic

scale. For L ≫ ∆−1 the predicted 1/L scaling of Eq. (3.1) is obtained,

with a coefficient Γ0 = 0.30. This coefficient is just 6% smaller than the

value Γ0 = 1/π reached for maximal coupling of Bloch modes and plane

waves at the interfaces between the photonic crystal and free space.

1The frequency ωmin of the transmission minimum is slightly offset from the Dirac
frequency ωD, but the relative offset is small and vanishes with increasing L: |ωmin −
ωD|/ωD ≈ 10−2 a/L. We have checked that it makes no difference for the 1/L scaling
whether we calculate the transmitted flux at ωmin or at ωD.
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Figure 3.7. Minimal transmitted flux versus slab thickness for the four data
sets tabulated in Table 3.1. We took ∆ = (π/15)a−1 in each case. The analytical
result for maximal coupling (β = γ = 0) is indicated by the solid curve.

To investigate how generic these results are, we have repeated the

calculation for different values of the dielectric constant ǫ of the rods

and for different filling fractions f (related to the radius r of the rods

by f = 2πr2/
√

3a2). The parameters corresponding to the four sets of

data are tabulated in Table 3.1. In Fig. 3.7 we show the L dependence

of the minimal transmitted flux for each data set. In each case we find

1/L scaling with a slope Γ0 that remains within 8% of the maximal value

Γ0 = 1/π.

3.4 Conclusion

In conclusion, we have presented a quantitative numerical test of the appli-

cability of the Dirac equation [28, 29] to a photonic crystal with a conical

singularity in the band structure. The numerical results are in good agree-

ment with the analytical predictions [89] for the transmission through a

finite slab. In particular, our numerical calculation demonstrates the 1/L

scaling of the transmitted photon flux with a slope that is close to the

value for maximal coupling at the interface with free space. This finding

implies that transmission experiments can be used to search for intrinsic
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properties of the Dirac point in the band structure, not hindered by a

weak coupling to the outside.

Appendix 3.A Details of the Numerical Calcula-

tions

In this appendix we give details of our numerical calculations performed

with the meep software package. In order to calculate the transmission

and reflection spectra through a sample we set up a computational cell

(or computational domain — a volume where the simulation runs), shown

in Fig. 3.8. On the right and on the left of the computational cell we put

a perfectly matched layer (PML). As was explained in subsection 1.4.1 of

the introductory chapter, a PML absorbs waves which are incident on it,

thus, being equivalent to open boundary conditions.

We use a Gaussian pulse to obtain transmission and reflection in a

frequency interval. The line source and the planes where the magnetic

and electric fields are measured every time step (flux lines) are offset from

the structure by a couple of wavelengths distance. The source is offset

from the structure to make sure the local density of states does not affect

the power the source irradiates, so that the same power is irradiated as

when the normalization run without a sample is performed. The flux

planes are offset from the structure because the proximity of the PML to

evanescent modes may extract energy from the system.

meep gives the possibility to use Bloch periodic boundary conditions,

which means one can choose any phase difference between boundaries.

This allows propagation of a tilted plane wave emitted by the source with

any desired angle or with any desired wave vector ky along the y direction.

Since we use a Gaussian pulse and the angle depends on frequency, it is

more convenient to use ky as a measure of tilt. The phase difference ∆ϕ

between the upper and the lower boundaries is related to ky by:

ky = ∆ϕ/W, (3.7)

where W is the width of the cell. In contrast, in the case when periodic
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Figure 3.8. Schematic view of the computational cell. Perfectly matched layers
are displayed in gray on the right and on the left of the computational cell. The
flux lines and the line source are shown, respectively, in blue and red. The sample
and perfectly matched layers are much longer than shown in the figure. Parts of
the photonic crystals that are not present in the computational cell are indicated
in pale green to show the triangular symmetry of the lattice.

boundary conditions are used, ky takes discrete values, that is:

ky = ∆ϕ/W = 2πn/W, (3.8)

with n = 0,±1,±2, . . . .

Having set the phase difference between upper and lower boundaries,

we assign different phases ϕ(y) to every point y of the line source according

to ϕ(y) = kyy. This creates a tilted plane wave with a Gaussian time

profile.

By using the subpixel averaging (for more information about the sub-

pixel averaging implemented in meep see Ref. [61]) the desired accuracy

is reached for resolution in pixels per unit length equal to 20. This means

that every unit length (center-to-center distance between rods is set to

one unit length) of the computational cell contains 20 space increments.

We also measure the reflection spectrum to make sure that reflection and

transmission sum to unity.
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Chapter 4

How to Detect the

Pseudospin-1
2

Berry Phase

in a Photonic Crystal with a

Dirac Spectrum

4.1 Introduction

Geometric phases (also known as Berry phases) typically appear in optics

and quantum mechanics when a spin degree of freedom is transported

along a closed orbit1. The geometric phase is given by the product of the

enclosed solid angle and the spin, independently of the duration of the

orbit (hence the adjective “geometric”).

The spin is usually 1
2 in the quantum mechanical context, when the

spin is the electron spin. In the optical context, the spin corresponds to

the light polarization and may be either 1
2 or 1 depending on whether the

photon momentum is cycled or kept fixed [91]. An early experimental

detection of the spin-1 geometric phase of a photon was the measurement

of the rotating linear polarization in a twisted optical fiber [92]. For

electrons, the recently observed [93, 94] anomalous quantization of Landau

1The history of the geometric phase is described by M. V. Berry in Ref. [68]. Seminal
papers are reprinted in Ref. [65]. A guide to the literature is Ref. [66]
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levels in graphene is a direct manifestation of the geometric phase of π

acquired by a pseudospin-1
2 which rotates over 360◦ in a cyclotron orbit

(since the pseudospin is tangential to the velocity).

The graphene example is unusual because the spin-1
2 that is rotating

is not the true electron spin but an orbital degree of freedom with the

same SU(2) symmetry, emerging from the motion of the electron in the

periodic potential of the carbon atoms. Such a pseudospin is not tied to

the fermionic statistics of the electrons and so it might also manifest itself

in the bosonic optical context.

The optical analogue of graphene is a photonic crystal with a two-

dimensional (2D) triangular lattice structure. Haldane and Raghu [28, 29]

showed that a pair of almost degenerate Bloch waves (Ψ1,Ψ2) ≡ Ψ near a

K-point of the Brillouin zone can be represented by a pseudospin, coupled

to the orbital motion. The wave equation,

HΨ = εΨ, ε =
ω − ωD

vD
, (4.1a)

H = −iσx
∂

∂x
− iσy

∂

∂y
+ µσz, (4.1b)

is the 2D Dirac equation of a spin-1
2 particle with mass µ (nonzero if

inversion symmetry is broken) [28, 29]. The resulting dispersion relation,

ε2 = k2
x + k2

y + µ2, (4.2)

reduces to a double cone in the case µ = 0 of a perfect lattice, with a de-

generacy at the frequency ωD of the Dirac point. The slope dω/dk = vD

is the frequency-independent group velocity. The upper cone (frequencies

ω > ωD) corresponds to the conduction band in graphene, and the lower

cone (ω < ωD) to the valence band. Several analogies between the elec-

tronic and optical transport properties near the Dirac point have been

analysed [28, 29, 89, 95, 96, 90, 97]. What is missing is an optical way

to directly observe the geometric phase due to the rotating pseudospin,

analogous to the “smoking gun” found in the electronic cyclotron motion

[93, 94].

A direct analogy is problematic because there exists no optical cy-
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clotron motion. One can imagine other ways to have a photon execute a

closed orbit, but the large and unspecified dynamical phase is likely to ob-

scure the geometric phase. Here we show how complementary media [98]

can be used to eliminate the dynamical phase, resulting in a transmission

minimum that is a direct consequence of the π phase shift acquired by the

rotating pseudospin. We support our argument by an analytical solution

of the Dirac equation and by a numerical solution of the full Maxwell

equations.

4.2 Calculation of the Geometric Phase

The system that can isolate the geometric phase from the dynamical phase

is illustrated in Fig. 4.1 (lower two panels). It is the optical analogue of the

p-n junction in graphene studied in Ref. [99]. In graphene, complemen-

tary media are formed when the Fermi level crosses from the conduction

band to the valence band [100]. For the optical analogue, we introduce a

(smooth) step in the Dirac frequency at x = 0, so that ωD decreases from

ω−
D for x < 0 to ω+

D for x > 0. The Dirac frequency can be changed for

instance by varying the radius of the dielectric rods that form the photonic

crystal. Unlike in the electronic case, a shift of ωD is generally accom-

panied by a shift of vD, from v−D to v+
D. The corresponding shift in the

parameter ε is from ε− to ε+. We define the complementarity frequency

ωc such that
ωc − ω+

D

v+
D

= −ωc − ω−
D

v−D
⇔ ε+ = −ε−. (4.3)

As illustrated in Fig. 4.2, waves of frequency ωc have the same wave vector

in absolute value in the two regions x < 0 and x > 0, but of opposite

orientation relative to the group velocity (since k and dω/dk have the

same sign for x > 0 and opposite sign for x < 0). Dynamical phase shifts

accumulated in the two regions thus cancel, leaving only the geometric

phase from the rotation of the pseudospin.

We calculate the geometric phase for the closed orbit shown in Fig.

4.1 (top panel). Notice the negative refraction [100, 19] at the interface

x = 0 where the orbit tunnels between the upper and lower cones of

the dispersion relation (Klein tunneling). The component ky = q of the
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Figure 4.1. Lower two panels: Schematic layout (not to scale) of the triangular-
lattice photonic crystal (with the cross-section of the dielectric rods shown in
green) and plot of the corresponding profiles ε(x) and µ(x). The two regions
x < 0 and x > 0 form complementary media if the rescaled frequency ε is an odd
function of x while the mass term µ is an even function of x. The top panel shows
a closed orbit in the photonic crystal, with the dashed lines indicating tunneling
through the region of imaginary wave vector.

wave vector parallel to the interface is conserved (because of translational

invariance in the y-direction), while the component kx = k changes sign

when x 7→ −x. The orbit is reflected at the turning points x± by a

mass term µ(x). We require µ(−x) = µ(x) and ε(−x) = −ε(x). Because

Ψ(x) and σxΨ(−x) are then both solutions of Eq. (4.1) (for a given y-

dependence ∝ eiqy), it follows that the transfer matrix M(x, x′) through
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Figure 4.2. Left panel: Schematic view of the conical dispersion relations
near a K-point, in the region x > 0 (solid lines) and x < 0 (dashed lines). The
horizontal dotted line indicates the frequency ωc, given by Eq. (4.3), at which the
two regions form complementary media. Right panel: Hexagonal first Brillouin
zone of the triangular lattice. The K and K ′-points are indicated by filled and
open dots, respectively. Only the K-points are excited in the geometry of Fig.
4.1.

the photonic crystal [defined by Ψ(x) = M(x, x′)Ψ(x′)] satisfies

M(x, 0)σxM(0,−x) = σx. (4.4)

This is a generalized complementarity relation [101] (the original comple-

mentarity relation [98] would have the unit matrix in place of σx).

A trajectory description is applicable if the variations of µ, ωD, and vD

with x are smooth on the scale of the wave length. The spatial derivatives

in Eq. (4.1) may then be replaced by the local wave vector, −i∇ → k

(measured relative to the K point). The solution is

Ψ = C−1/2

(

µ+ ε

k + iq

)

≡
(

cos(θ/2)

eiφ sin(θ/2)

)

, (4.5)

with k determined from ε, µ, q through Eq. (4.2) and C = (µ+ε)2+|k+iq|2
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Figure 4.3. Rotation of the Bloch vector B along the closed orbit of Fig. 4.1,
with the corresponding points numbered. The full rotation sweeps out a solid
angle of 2π, producing a Berry phase of π.

a normalization constant. The angles φ, θ define the Bloch vector B =

(cosφ sin θ, sinφ sin θ, cos θ), representing the direction of the pseudospin

on the Bloch sphere. The rotation of the Bloch vector along the closed

orbit is indicated in Fig. 4.3.

The geometric phase Φ = Ω/2 is one half the solid angle Ω subtended

at the origin by the rotating Bloch vector [65]. We distinguish three

contributions to Ω, a contribution Ω− from the trajectory in the lower cone

of the dispersion relation (x < 0), a contribution Ω+ from the trajectory

in the upper cone (x > 0), and a contribution ΩK from Klein tunneling

between the two cones (through the interface x = 0, indicated by dashed

lines). The Bloch vector that sweeps out Ω± is given by B = (k, q, µ)/ε.

It follows from k(−x) = −k(x), µ(−x) = µ(x), ε(−x) = −ε(x) that

Ω+ = −Ω−, so the two contributions from the upper and lower cones

cancel.

The contribution from Klein tunneling between the points ±δx has

imaginary k = iκ. The sign of κ is positive when tunneling towards

positive x (from the lower cone to the upper cone) and negative when



4.3 Destructive Interference of Partial Waves 63

tunneling towards negative x (from upper to lower cone) — to ensure a

decaying wave ∝ e−κx.

The Bloch vector

B = (µ2 + q2)−1







0

κµ+ qε

µε− κq






(4.6)

rotates in the y − z plane from B+ to B− through the positive z-axis

(tunneling from upper to lower cone) and back to B+ through the negative

z-axis (tunneling from lower to upper cone). The value of B± of the Bloch

vector at points ±δx follows from Eq. (4.6) with κ = 0,

B± =
1

ε(±δx)







0

q

µ(±δx)






⇒ B− = −B+. (4.7)

The resulting 360◦ rotation of B in the y − z plane sweeps out a solid

angle ΩK = 2π, so that the total geometric phase acquired in the closed

orbit of Fig. 4.1 is Φ = π.

4.3 Destructive Interference of Partial Waves

The Berry phase of π suppresses the formation of a bound state at the

complementarity frequency ωc. To show this, we demonstrate the destruc-

tive interference of partial waves that return to the point of origin after

multiple tunnel events. A more formal proof of the absence of a bound

state at ωc is given in App. 4.A.

The scattering problem is illustrated in Fig. 4.4. Partial wave ampli-

tudes are labelled An for x < 0 and Bn for x > 0. The wave amplitudes

at a tunnel event (black circle) are related by a unitary scattering matrix,

(

An+1

Bn

)

= S

(

An

Bn+1

)

, S =

(

r t′

t r′

)

. (4.8)

The phase shift of π acquired in a single closed loop An → Bn → An
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Figure 4.4. Sequence of partial wave amplitudes An and Bn, produced by
tunnel events (black circles) at the interface x = 0 between two complementary
media. Panel a) shows a top view of the multiply scattered rays, panel b) shows
a more abstract representation. Panels c) and d) illustrate the construction of
the total transmission amplitude T and of the Dyson equation that it obeys.

implies

arg (t) + arg(t′) = π ⇒ t′ = −t∗. (4.9)

Unitarity of S then requires that the scattering matrix of a tunnel event

is of the form

S =

(

r −t∗
t r∗

)

, |r|2 + |t|2 = 1. (4.10)

An initial wave amplitude Ainitial
n interferes with the sum Afinal

n of par-

tial wave amplitudes that return after different sequences of tunnel events.

Each sequence An → · · · → Bn → · · · → An includes Bn exactly once. We

write Afinal
n = T ′T Ainitial

n , with T the total transmission amplitude from

Ainitial
n to Bn and T ′ the total transmission amplitude from Bn to Afinal

n .
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For T we can construct a Dyson equation (see Fig. 4.4):

T = t+ r′T r + r′T t′T r + r′T (t′T )2r + · · · (4.11)

= t+
rr′T

1 − t′T . (4.12)

Similarly, we have

T ′ = t′ +
rr′T ′

1 − tT ′
. (4.13)

The two Dyson equations can be combined into a single equation for the

variable ξ = T /t = T ′/t′,

ξ = 1 +
rr′ξ

1 − tt′ξ
. (4.14)

At this point we invoke the Berry phase relation (4.9), which together

with unitarity implies tt′ = −|t|2 = rr′ − 1. The Dyson equation (4.14)

then reduces to

ξ2 = 1/|t|2. (4.15)

Regardless of the ambiguity in the sign of ξ, we can conclude that

T ′T ≡ ξ2t′t = −1 ⇒ Afinal
n = −Ainitial

n . (4.16)

The end result is therefore a phase shift of π between Afinal
n and Ainitial

n ,

without any change in the magnitude. The destructive interference of

Afinal
n and Ainitial

n , which prevents the formation of a bound state at fre-

quency ωc, is a direct consequence of the phase shift of π acquired in a

single closed loop, even if the weight |t|2 of a single loop is small.

4.4 Detection of the Destructive Interference

To detect the destructive interference, we propose a measurement of the

transmission probability T of resonant tunneling of a plane wave through

the photonic crystal2. If the confinement at x = ±L is strong, the trans-

mission probability will have narrow resonances at the frequencies of the

2This was suggested to us by M. J. A. de Dood.
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Figure 4.5. Frequency dependent transmission probability for two values of
L in the case µR = µL of complementary media. The solid curves show the
numerical result from the Maxwell equations, while the dashed curves are cal-
culated analytically from the Dirac equation. The vertical dashed line indicates
the complementarity frequency ωc.

quasi-bound states. The destructive interference at ω = ωc will produce a

transmission minimum for any L. This is unlike usual Fabry-Perot reso-

nances, which would shift with L, so that there would not be a systematic

minimum or maximum at any particular frequency.

For a well-developed conical band structure we take the TE polariza-

tion (magnetic field parallel to the dielectric rods). The parameters of the

photonic crystal are summarized in a footnote3. A 7% increment of the

radius of the rods (at fixed lattice constant a) shifts ωD and vD by about

3The parallel dielectric rods in air that form the triangular-lattice photonic crystal
(lattice constant a, dielectric constant 14) have radius 0.268 a for −L < x < 0 and
0.288 a for 0 < x < L. (We smoothly changed the radius between these two values over
an interval of order 5 a.) The resulting parameters of the Dirac spectrum are ω−

D =
3.05 c/a, v−

D = 0.395 c, ω+

D = 2.91 c/a, v+

D = 0.342 c. The complementarity frequency
is ωc = 2.974 c/a. The inversion symmetry is broken in the region L < |x| < L + 10 a
by inserting thin rods (radius 0.08 a) in the unit cell, displaced by ±a(1/

√
3, 0) from

the center of the thick rods (radius 0.271 a). The dispersion relation in that region has
parameters ωD = 2.973 c/a, vD = 0.313 c, µ = ±0.16/a.
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Figure 4.6. The same as Fig. 4.5, for the case µR = −µL when the comple-
mentarity is broken by the mass term.

5% and 15%, respectively. The mass term at x = ±L is created by break-

ing the inversion symmetry through the addition of an extra rod in the

unit cell (see Fig. 4.1). We have solved the full Maxwell equations with

the finite-difference time-domain method [56] using the meep software

package [61]. The computational setup is similar to one from the previous

chapter, described in Appendix 3.A. To reach the desired accuracy in this

case our resolution has to be equal to 180 pixels per unit length or larger.

This requirement makes the simulation quite heavy and time consuming.

We used parallelization to get the solution in a reasonable time.

The wave vector k = (k, q) is the displacement of the wave vector of an

incident plane wave from the K-point at wave vector K = 2
3πa

−1(
√

3, 1).

There are two inequivalent K-points in the hexagonal first Brillouin zone,

see Fig. 4.2, and we excite a single one by orienting the lattice relative to

the incident plane wave as indicated in Fig. 4.1. [The angle of incidence

is spread over a narrow interval δθ ≃ 2.3◦ around θ = arcsin(cKy/ωc).]

Results are shown in Fig. 4.5 (solid curves) for two values of L.

As an independent test on the accuracy of the numerical calculations,

we have also calculated analytically the transmission probability from the



68 Chapter 4. How to Detect the Pseudospin-1
2

Berry Phase . . .

Dirac equation (4.1), using the transfer matrix method of Ref. [89, 95].

For simplicity we assumed in this analytical calculation an ideal coupling

between the plane waves in free space and the Bloch waves in the pho-

tonic crystal. The analytical results are also plotted in Fig. 4.5 (dotted

curves) and are found to agree well with the numerical results from the

Maxwell equations. There are no adjustable parameters in this compar-

ison. (The parameters ωD, vD, µ were extracted independently from the

band structure, calculated using the mpb software package [88].)

We observe in Fig. 4.5 a transmission minimum at ωc that does not

shift with variations of L. To test our interpretation of the origin of this

minimum, we have broken the complementarity of the media by inverting

the sign of the mass term at the left end of the crystal. (This can be

done by inverting the position of the extra rod in the unit cell.) For

q = 0 the inversion produces an extra phase shift of π that switches

the destructive interference to constructive interference — in agreement

with the observed switch (see Fig. 4.6) from a transmission minimum to

a transmission maximum at ωc.

4.5 Conclusion

In conclusion, we have proposed a method to detect the pseudospin-1
2 ge-

ometric phase produced by the Dirac spectrum in a photonic crystal. The

dynamical phase can be eliminated by measuring the transmission through

complementary media, so that only the π geometric phase remains and a

parameter-independent transmission minimum results at the complemen-

tarity frequency. Our analysis is based on the Dirac equation, which is an

approximate long-wave length description, but it is fully supported by an

exact numerical solution of the Maxwell equations in a triangular lattice

of dielectric rods.

The experiment proposed and analysed here can be seen as the op-

tical analogue of the detection of the geometric phase acquired during

electronic cyclotron motion in graphene [93, 94]. There is one fundamen-

tal difference: In a cyclotron orbit the π phase shift is produced by 360◦

rotation of the pseudospin in the x − y plane of the lattice, while in our

complementary media the rotation is in the perpendicular y−z plane. The
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difference shows up in the dependence of the geometric phase on a mass

term µσz in the Dirac equation. A nonzero mass pushes the pseudospin

out of the x−y plane, thereby reducing the enclosed solid angle and hence

reducing the geometric phase acquired during a cyclotron orbit [102]. In

the complementary media the geometric phase remains equal to π.

In graphene, the suppression of the density of states at a p-n junction

is analogous to the proximity effect in a normal-superconductor junction

[99]. Observation of the optical counterpart presented in this chapter

would open up the possibility to study superconducting analogies in non-

electronic systems.

Appendix 4.A Absence of a Bound State at the

Complementarity Frequency

The demonstration of destructive interference of partial waves given in

Sec. 4.3 explicitly shows how the Berry phase of π prevents the formation

of a bound state at the complementarity frequency ωc. A more formal

proof, that does not rely on the partial wave decomposition, is given here.

We use again the property that if Ψ(x)eiqy is a solution of Eq. (4.1)

at ω = ωc, then also σxΨ(−x)eiqy is a solution at the same frequency.

We may therefore take even and odd superpositions of these two states to

form new bound states Ψ± that satisfy σxΨ±(0) = ±Ψ±(0). The photon

flux density through the interface x = 0 is

vDΨ∗
±(0)σxΨ±(0) = ±vD|Ψ±(0)|2. (4.17)

This should vanish for a bound state, which is only possible if Ψ±(0) = 0,

meaning that the two regions x < 0 and x > 0 are decoupled. Any tunnel

coupling between the two regions will result in Ψ±(0) 6= 0, preventing the

formation of a bound state at ωc.
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Chapter 5

Extinction of Coherent

Backscattering by a

Disordered Photonic Crystal

with a Dirac Spectrum

5.1 Introduction

Coherent backscattering is a rare example of an optical interference effect

that is systematically constructive in a random medium [71]. A reciprocal

pair of waves (related by time reversal symmetry) arrive in phase at the

observer regardless of the path length or scattering sequence. By measur-

ing the angular profile of the diffusively reflected intensity for plane wave

illumination and averaging over the random scattering, a peak is observed

at a specific reflection angle [72, 73, 74]. Under optimal conditions (same

polarization of incident and reflected wave, transport mean free path l

much larger than wave length λ), the average peak and background inten-

sity have ratio R = 2 [103, 104]. This factor of two enhancement follows

directly by comparing the coherent addition of intensities (first sum the

two wave amplitudes, then square to obtain the total intensity) with the

incoherent addition (first square, then sum).

Because coherent backscattering does not depend on the random scat-
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tering phase shifts, it is a sensitive tool to probe systematic phase shifts

that contain information about internal degrees of freedom of the scatter-

ers and the photons. One example in light scattering from cold atoms is

the coupling of the photon polarization to the collective spin of the atomic

ensemble, which can change the constructive into a destructive interfer-

ence [105, 106]. This effect is similar to the change from R = 2 to R = 1/2

in electronic systems with strong spin-orbit coupling [107].

A few years ago, Bliokh [75] discussed an altogether different and more

dramatic switch from constructive to destructive interference: ultrarela-

tivistic fermions (with an energy much greater than the rest energy) would

have a complete extinction of coherent backscattering, so R = 0, as a con-

sequence of the Berry phase of π accumulated along a closed trajectory by

a half-integer spin pointing in the direction of motion. Indeed, it was pre-

viously noticed by Ando et al. in the context of graphene [108, 109] that

the scattering amplitude s(φ) for massless Dirac fermions vanishes when

φ→ π (with φ the angle between the initial and final wave vectors ki and

kf ). This absence of backscattering can be understood either in terms of

the Berry phase difference of π between time reversed scattering sequences

[108, 109] or in terms of the antisymmetry S(ki → kf ) = −S(−kf → −ki)

of the scattering matrix of the Dirac equation [110]. Absence of backscat-

tering in graphene might be measurable if scanning probe microscopy can

provide the required angular resolution of the electron flow [111].

Here we investigate an alternative realization of the extinction of co-

herent backscattering that relies on photons rather than ultrarelativistic

fermions. The half-integer spin required for the Berry phase of π is pro-

duced by the Dirac-type band structure of a triangular-lattice photonic

crystal [28, 29, 112]. By using photons rather than electrons the difficulty

of angular resolved detection is avoided. We first discuss the effect at the

level of the Dirac equation, and then test the predictions with a numerical

solution of the full Maxwell’s equations.

5.2 Origin of the Berry Phase

We consider a photonic crystal with a two-dimensional (2D) triangular

lattice structure. The hexagonal first Brillouin zone is shown in Fig. 5.1.
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Haldane and Raghu [28, 29] showed that a pair of almost degenerate en-

velope Bloch waves (Ψ1,Ψ2) ≡ Ψ near a corner of the Brillouin zone can

be represented by a pseudospin, coupled to the orbital motion. On length

scales large compared to the lattice constant a and for frequencies near

the degeneracy frequency ωD, the wave equation reduces to

(

−iσx
∂

∂x
− iσy

∂

∂y

)

Ψ =
ω − ωD

vD
Ψ, (5.1)

with Pauli matrices σx, σy. This is the 2D Dirac equation of a spin-
1
2 particle with zero mass and group velocity vD (of order aωD). The

dispersion relation

(ω − ωD)2 = v2
D(k2

x + k2
y) (5.2)

has a double cone with a degeneracy at frequency ωD (the so-called Dirac

point).

The Berry phase associated with the pseudospin degree of freedom

was calculated in Ref. [112]. The solution of Eq. (5.1) with a definite

wave vector k = (kx, ky) is

Ψ = C−1/2

(

(ω − ωD)/vD

kx + iky

)

≡
(

cos(θ/2)

eiφ sin(θ/2)

)

, (5.3)

with C a normalization constant. The angles φ, θ define the Bloch vector

(cosφ sin θ, sinφ sin θ, cos θ), representing the direction of the pseudospin

on the Bloch sphere. Because of the dispersion relation (5.2) the angle

θ = π/2, so the Bloch vector lies in the x − y plane, pointing in the

direction of k. The Berry phase φB is one half the solid angle subtended

at the origin by the rotating Bloch vector. A rotation of k by 360◦ in the

x− y plane thus produces a Berry phase φB = π.

5.3 Analytical Results

Because of refraction at the interfaces x = 0 and x = L between the

photonic crystal and air, we need to distinguish the initial and final wave

vectors ki, kf of envelope Bloch waves inside the crystal (velocity vD) from

the corresponding values kair
i ,kair

f of plane waves outside (velocity c). For
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Figure 5.1. Hexagonal first Brillouin zone of a two-dimensional triangular
lattice photonic crystal, with equifrequency contours centered at the corners. The
three solid circles are related by translation over a reciprocal lattice vector, so
they are equivalent, while scattering from a solid to a dotted circle is suppressed
if the scattering potential is smooth on the scale of the lattice constant a. The
large dashed circle at the center is the equifrequency contour in air, included to
indicate the refraction at the air-crystal interface (as expressed by Eq. (5.4)).

the crystallographic orientation shown in Fig. 5.1, the wave vectors before

and after refraction (at a given frequency ω) are related by [89, 95]

kair
y = ky + 2π/3a, (5.4a)

c2(kair)2 − ω2 = 0 = v2
Dk

2 − (ω − ωD)2, (5.4b)

with a the lattice constant and ωD the frequency of the Dirac point. We

denote kair = |kair| and k = |k|.
Before considering the diffuse reflection from the disordered photonic

crystal, we address the specular reflection from the air-crystal interface

that is present even without any disorder. A plane wave incident at an

angle

θ = arcsin(ckair
i,y/ω) = arcsin(2πc/3ωa + cki,y/ω) (5.5)

is specularly reflected at an angle θspec = π − θ. The interface reflectivity

Rint (the fraction of the incident photon flux that is specularly reflected)
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Figure 5.2. A pair of reciprocal waves that interfere destructively, resulting
in the extinction of coherent backscattering. Arrows at the air-crystal interface
indicate the incident plane wave (red solid lines), the diffusively reflected wave
(blue solid lines), and the specularly reflected wave (black dashed lines). The two
initial waves (wave vector kair

i , refracted to ki) follow time-reversed sequences of
scattering events (dark circles), to end up in two final waves (wave vector kf ,
refracted to kair

f ) with a phase difference of π+ (ki + kf ) · δr. For kf = −ki only
the Berry phase difference of π remains. As a consequence of this destructive
interference, the intensity of the reflected wave indicated in blue is suppressed.
By measuring the angular profile of the average reflected intensity a minimum of
nearly zero intensity will result at this angle.

follows from the transfer matrix of the air-crystal interface calculated in

Ref. [89, 95]. In the approximation of maximal coupling we find

Rint(ky) =
1 −

√

1 − (ky/k)2

1 +
√

1 − (ky/k)2
, (5.6)

hence the interface reflectivity is zero for ky = 0. Numerical solutions of

Maxwell’s equations [89, 95] give Rint(0) ≃ 0.05 for ω near ωD, so this is

a reasonably accurate approximation.

Disorder inside the photonic crystal produces a background of diffu-

sively reflected waves in an angular opening δθ ≃ k/kair ≪ 1 around

θ0 = π−arcsin(2πc/3ωa). The reciprocity angle θ∗ for coherent backscat-
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tering is related to the incident angle θ of Eq. (5.5) by

θ∗ = π − arcsin(2πc/3ωa − cki,y/ω). (5.7)

We will choose ki,y small (≪ k) but nonzero, so that Rint ≪ 1 while

still coherent backscattering at angle θ∗ can be resolved from specular

reflection at angle θspec.

The extinction of coherent backscattering by destructive interference

of reciprocal waves is illustrated in Fig. 5.2. The two series of time reversed

scattering events S+ = ki → k1 → k2 → · · · → kn−1 → kn → −ki and

S− = ki → −kn → −kn−1 → · · · → −k2 → −k1 → −ki have the same

scattering amplitude up to a Berry phase difference φB = π [75, 108, 109].

This destructive interference suppresses the reflected intensity at angle

θ∗. If the final wave vector kf deviates from the exact backscattering

direction −ki, the phase difference ∆φ = φB + (ki + kf ) · δr depends on

the separation δr of the first and last scattering events [103]. The Berry

phase difference φB remains equal to π, because both the Berry phases

accumulated along S+ and S− are incremented by the same amount (half

the angle between kf and −ki).

By including the Berry phase in the theory [71, 103, 104] of coherent

backscattering of scalar waves in the weak scattering regime (l ≫ λ), it

follows that the incoherent part R0 of the reflectivity R remains unaffected

while the interference part δR acquires an overall factor cosφB [75]:

R = R0 + δR cosφB . (5.8)

The entire angular profile of coherent backscattering in the Dirac equation

(where φB = π) may therefore be obtained, for l ≫ λ, by simply changing

the sign of the known results for δR for scalar waves (where φB = 0). In

particular, for ki,y ≪ k and δk = kf,y + ki,y ≪ 1/l one has

R0 =
1

πN
(1 + z0/l)

(

1 − l + z0
L+ 2z0

)

, (5.9)

δR =
1

πN
(1 + z0/l)

×
{

1 − (l + z0)δk coth[δk(L + 2z0)]
}

. (5.10)
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The normalization factor N = kW/2π is chosen such that R is the frac-

tion of the incident photon flux which is reflected in a single transverse

mode when kf,y = 2πn/W (n = 0,±1,±2, . . .) is discretized by periodic

boundary conditions at y = 0 and y = W . (This normalization is chosen

to simplify the comparison with the numerical calculations described later

on.)

Eqs. (5.9) and (5.10) are approximate results from the radiative trans-

fer equation, accurate for a disordered slab of thickness L not much smaller

than the transport mean free path l. The parameter z0, the so-called ex-

trapolation length, depends on the reflectivity Rint of the interface between

the photonic crystal and vacuum, according to [113]

z0 = 1
4πl

1 + C2

1 − C1
, C1 =

1

k

∫ k

0
Rint(ky)dky , (5.11a)

C2 =
4

π

∫ k

0

√

1 − (ky/k)2 Rint(ky)dky. (5.11b)

Substitution of Eq. (5.6) gives the simple answer z0 = l for the extrapola-

tion length of the air-crystal interface.

Collecting results, we arrive at the following line shape of the reflec-

tivity near the reciprocity angle:

R =
4

πN

(

lδk coth[δk(L + 2l)] − l

L+ 2l

)

→ 4

3πN
(Ll + 2l2)δk2 for δk → 0. (5.12)

The suppression (5.12) of the reflected intensity within a narrow an-

gular opening δθ ≃ 1/kl around the reciprocity angle θ∗ is compensated

by an excess intensity δR ≃ 1/kl of the diffusively reflected wave at an-

gles away from θ∗. This compensation is required by current conservation

[114], but difficult to observe for kl ≫ 1. We will therefore not consider

it in what follows.
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5.4 Comparison with Numerics

We now compare the analytical predictions from the Dirac equation with

a numerical solution of Maxwell’s equations. As in earlier work [89, 95],

we use the meep software package [61] to solve Maxwell’s equations in the

time domain [56] for a continuous plane wave source (time dependence ∝
eiωt) switched on gradually. We calculate the reflected intensity, projected

onto transverse modes, as a function of time and take the large time limit

to obtain the stationary reflectivity R. We took the time sufficiently large

that the sum of the total transmission and total reflection differs from

unity by less than 0.03.

The photonic crystal consists of a triangular lattice of parallel dielec-

tric rods (dielectric constant 8.9, radius ρ0 = 0.3 a) in air. The orientation

of the lattice is as shown in Fig. 5.2. The magnetic field is taken parallel

to the rods (TE polarization). The conical singularity in the band struc-

ture is at frequency ωD = 3.03 c/a, with a slope dω/dk ≡ vD = 0.432 c.

We discretize the transverse wave vector by means of periodic boundary

conditions: ky = 2πn/W , n = 0,±1,±2, . . ., with W = 1200 a. The lon-

gitudinal dimension of the lattice is taken at L = 60
√

3 a (corresponding

to 121 rows of dielectric rods). The frequency ω of the incident plane

wave is chosen such that ω − ωD = 0.206 c/a is sufficiently large that

N = 88 ≫ 1, but sufficiently small that the trigonal distortion of the

circular equifrequency contours is insignificant.

Disorder is introduced by randomly varying the radius ρ(r) of the

dielectric rods at position r, according to ρ(r) = ρ0 +δρ(r). The variation

δρ(r) is spatially correlated over a length ξ in a Gaussian manner,

δρ(r) =

N
∑

i=1

Ai exp(−|r − ri|2/2ξ2), (5.13)

where ri (i = 1, 2, . . .N ) is a randomly chosen point in the crystal and

Ai is a randomly chosen amplitude in the interval (−∆,∆). We took

N = 3200, ∆ = 0.04 a, ξ = 2a. It is essential that the correlation length

ξ of the disorder is larger than the lattice constant a to minimize scatter-

ing between the two inequivalent corners of the Brillouin zone (solid and
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Figure 5.3. Plot of the reflectivity R (fraction of incident flux reflected in a
single transverse mode) as a function of the transverse mode index n (related to
the transverse wave vector by kf,y = 2πn/W ). The specularly reflected flux is at
n = −16 and the extinction of coherent backscattering is at n = +16 (indicated
by arrows). The curve is calculated numerically from Maxwell’s equations. The
dashed and dotted lines are, respectively, the analytical predictions (5.9) and
(5.12) for the incoherent background and the line shape near the extinction angle,
for a transport mean free path of l = 10 a.

dashed circles in Fig. 5.1). For these disorder parameters we found that

only about 2% of the incident flux is reflected into the opposite corner.

The numerical data in Fig. 5.3 is for the incident wave vector ki,y =

−32π/W , averaged over 80 realizations of the disorder. The angle of

incidence (measured relative to the positive x-axis) is θ = 0.67 rad = 38.4◦.

The specularly reflected wave at an angle θspec = π−θ = 2.47 rad = 141.5◦

has transverse mode number n = −16. The reciprocity angle (5.7) is

θ∗ = 2.40 rad = 137.5◦, corresponding to the mode number n = +16.

Both the specularly reflected wave at n = −16 and the extinction of

the coherent backscattering at n = +16 are clearly visible in Fig. 5.3. The

extinction at the reciprocity angle is not complete, presumably because

of scattering between inequivalent corners of the Brillouin zone. The an-

alytical theory predicts a parabolic line shape of the reflectivity around
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the reciprocity angle, given by Eq. (5.7), the width of which depends on

the value of the transport mean free path l. A fit to the numerical data

gives l = 10 a (dotted curve in Fig. 5.3), which then implies a background

of incoherent diffuse reflection at a value R0 ≈ 0.006 which is somewhat

larger than the numerical data (dashed horizontal line).

5.5 Conclusion

In conclusion, we have shown that coherent backscattering of radiation

from a disordered triangular lattice photonic crystal is extinguished at

an angle that is reciprocal to the angle of incidence. This effect has an

analogue for electrons [75, 108, 109], but it should be easier to observe

for photons because angular resolved detection is more feasible. The ob-

servation of the extinction of coherent backscattering would be a striking

demonstration of a spin-1/2 Berry phase in a disordered optical system.

Appendix 5.A Details of the Numerical Calcula-

tions

The computational setup we use in this chapter to calculate the reflected

intensity versus transverse wave vector is similar to what we used in the

previous two chapters (see Appendix 3.A for details). There are, however,

several important differences we discuss here.

As opposed to the previous cases where we could make use of the

periodicity and perform transmission measurements on one unit cell, the

computational cell width in this case is taken to be the same as the ac-

tual system width W , which equals 1200 unit lengths (lattice spacing a is

one unit length). The waves scatter by disorder impurities, change their

direction of propagation and move in both two dimensions. We use pe-

riodic boundary conditions and choose the width large enough, so that

the discretization of the transverse wave vector kyn = 2πn/W (where

n = 0,±1,±2, . . . ) is sufficiently fine to resolve the dip in the reflected

intensity profile. A resolution of 20 pixels per unit length in combination
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with subpixel averaging suffice for our accuracy requirements. We also

make use of parallelization to obtain results in relatively short time.

We utilize a continuous in time line source switched on gradually. The

gradual switching on prevents an appearance of high frequencies that are

more weakly absorbed by PML boundaries. We stop the simulation when

the wave propagates through the structure and the flow becomes steady

(the sum of transmission and reflection is ≥ 0.97). Then the y component

of the electric field Efull
λ and the z component of the magnetic field H full

λ

are output along a line in the y direction in front of the structure. The

subscript λ = 1,Λ labels mesh points of the computational domain and

Λ = 1 +W (in units of unit lengths) × resolution (5.14)

is the total number of points along y direction.

The simulation is run again with an empty computational domain

(normalization run). The normalization run is stopped at the same time

as the run with the structure. We output the field components Enorm
λ and

Hnorm
λ along the same line (the same x coordinate) as before and subtract

them from the fields of the run with the structure. Remaining fields are

the fields of the reflected wave:

Eλ = Efull
λ − Enorm

λ , Hλ = H full
λ −Hnorm

λ . (5.15)

Further, we process the field values using the orthogonality of modes

in the periodic waveguide to determine the reflectivity Rm as a function

of mode index. In the periodic two-dimensional waveguide the TE mode

fields of a reflected wave at some fixed time t′ and fixed coordinate x′ are

given by

H(y) =

∞
∑

n=−∞

αnẑe
i(ωt′+kxnx′−kyny),

E(y) =

∞
∑

n=−∞

(−αn
ckyn

ω
x̂− αn

ckxn

ω
ŷ)ei(ωt′+kxnx′−kyny), (5.16)

where kxn is the wave vector along the x axis kxn =
√

ω2/c2 − k2
yn

and
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αn are complex amplitudes. The fields belonging to different modes can

be projected out from the sums (5.16) using orthogonality of modes, that

is any field component Fm of mth mode can be obtained as:

Fm =
e−ikymy

W

W
∫

0

Feikymy dy. (5.17)

The flux is given by the integral over the width of the x projection of the

Poynting vector:

P =

W
∫

0

sx dy =
c

8π

W
∫

0

[

Re(EyHz) + Re(E∗
yHz)

]

dy. (5.18)

Inserting (5.16) into (5.18) we get

P =
cW

8π
Re

∞
∑

n=−∞

αnα−n
ckxn

ω
e2i(ωt′−kxnx′) +

cW

8π

∞
∑

n=−∞

|αn|2
ckxn

ω
. (5.19)

The first term in this formula comes from the interference between nth and

−nth modes. This term depends on time and drops out after averaging

over a time period. However, we do not have to do the time averaging

as we are interested in a single mode flux Pm, which does not depend on

time:

Pm =
c

8π

W
∫

0

Re
[

E∗
ym
Hzm

]

dy. (5.20)

Here E∗
ym

and Hzm are field components belonging to mode m. The

total incident flux through the waveguide does not depend on time ei-

ther, because the incident wave is in a single mode. Collecting equa-

tions (5.17), (5.18) and (5.20) we arrive at the reflectivity as a function of
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mode index:

Rm = Pm/P
norm,

Pm =
c

8πW

W
∫

0

Hze
ikymy dy

W
∫

0

E∗
ye

−ikymy dy,

P norm =
c

8π

W
∫

0

Re
[

Hnorm
z

(

Enorm
y

)∗]
dy. (5.21)

Finally, we compute Rm according to formulas (5.21) and using the output

fields (5.15), that is:

Rm =

Λ−1
∑

λ=1

E∗
λe

−ikym(λ−1)∆y
Λ−1
∑

ν=1
Hνe

ikym(ν−1)∆y

(Λ − 1)
Λ−1
∑

λ=1

Re
[

Hnorm
λ

(

Enorm
λ

)∗]
, (5.22)

where Λ is the total number of mesh points along y direction in the com-

putational domain (given by formula (5.14)) and ∆y = (1/resolution) is

the distance between two neighboring points. The summation runs to

Λ − 1 because the fields at y = 0 (i = 1) are the same as at y = W

(i = Λ), since periodic boundary conditions are used. The fields at both

boundaries contribute to sum (5.22) with 1/2 weights, so together their

contribution is represented by the first term (i = 1) in the sum.
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Chapter 6

Quantum Goos-Hänchen

Effect in Graphene

6.1 Introduction

Analogies between optics and electronics have inspired the research on

graphene since the discovery of this material a few years ago [27]. Some

of the more unusual analogies are drawn from the field of optical meta-

materials. In particular, negative refraction in a photonic crystal [19] has

an analogue in a bipolar junction in graphene if the width d of the p-n

interface is less than the electron wave length λF [100]. Negative refrac-

tion is only possible for angles of incidence α less than a critical angle αc.

For α > αc the refracted wave becomes evanescent and the incident wave

is totally reflected with a shift σ of order λF along the interface. This

wave effect is known as the Goos-Hänchen effect [115], after the scientists

who first measured it in 1947. The GH effect was already predicted in

Newton’s time and has become a versatile probe of surface properties in

optics, acoustics, and atomic physics [116]. In particular, the interplay of

the GH effect and negative refraction plays an important role in photonic

crystals and other metamaterials [117, 118].

The electronic analogue of the GH effect has been considered previ-

ously [119, 120, 121, 122], including relativistic corrections, but not in the

ultrarelativistic limit of massless electrons relevant for graphene. As we
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will show here, the shift of a beam upon reflection at a p-n interface in

graphene is strongly dependent on the sublattice (or “pseudospin”) degree

of freedom — both in magnitude and sign. We calculate the average shift

σ after multiple reflections at opposite p-n interfaces and (contrary to a re-

cent expectation [123]1) we find that σ changes sign at α∗ = arcsin
√

sinαc.

In search for an observable consequence of the GH effect we study the con-

ductance of the p-n-p junction, for current parallel to the interfaces (see

Fig. 6.1). We find that the lowest mode in the n-doped channel has a

twofold degeneracy, observable as an 8e2/h stepwise increase in the con-

ductance as a function of channel width.

We recall some basic facts about the carbon monolayer called graphene

[99, 55]. Near the corners of the Brillouin zone the electron energy depends

linearly on the momentum, like the energy-momentum relation of a photon

(but with a velocity v that is 300 times smaller). The corresponding wave

equation is formally equivalent to the Dirac equation for massless spin-1/2

particles in two dimensions. The spin degree of freedom is not the real

electron spin (which is decoupled from the dynamics), but a pseudospin

variable that labels the two carbon atoms (A and B) in the unit cell of a

honeycomb lattice.

6.2 General Formula for the Goos-Hänchen Shift

To calculate the GH shift we consider a beam,

Ψin(x, y) =

∫ ∞

−∞
dq f(q − q̄)eiqy+ik(q)x

(

e−iα(q)/2

eiα(q)/2

)

, (6.1)

incident on a p-n interface at x = 0 from an n-doped region x < 0. The

spinor wave function Ψ = (Ψ+,Ψ−) has pseudospin component Ψ+ and

Ψ− on the A and B sublattices. We require that Ψin is a solution of the

1These authors find a GH shift σ in graphene which disagrees both in magnitude
and sign with our Eq. (6.14). The reason is that the simple relation (6.9) between σ and
the reflection amplitude r holds only in a basis such that the product of the upper and
lower spinor components is real. Zhao and Yelin use a basis with spinor components
(1, eiα) for the incident wave and (1,−e−iα) for the reflected wave. This change of basis
changes the reflection amplitude, r 7→ r̃ ≡ −ieiαr, so that instead of Eq. (6.9) they
should have used σ = −Im (d/dq) ln r̃ + dα/dq.
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Figure 6.1. Upper panel: Potential profile of an n-doped channel between
p-doped regions. Lower panel: Top view of the channel in the graphene sheet.
The blue solid line follows the center of a beam on the A sublattice, while the red
dashed line follows the center on the B sublattice. The two centers have a rel-
ative displacement δ0. Upon reflection, each pseudospin component experiences
alternatingly large and small shifts σ±.

Dirac equation,

(

−i~vσx
∂

∂x
− i~vσy

∂

∂y
+ U

)

Ψ = EΨ, (6.2)

with U = 0 (zero potential in the n-doped region) and E = EF (the Fermi

energy). This requirement fixes the dependence of the longitudinal wave

vector k and the angle of incidence α on the transverse wave vector q,

k =
√

(EF /~v)2 − q2, α = arcsin(~vq/EF ). (6.3)

For brevity, we will set ~v ≡ 1 in some intermediate equations (restoring

units in the final answers).

The transverse wave vector profile f(q − q̄) of the beam is peaked

at some q̄ ∈ (0, EF /~v), corresponding to an angle of incidence ᾱ =



88 Chapter 6. Quantum Goos-Hänchen Effect in Graphene

arcsin(q̄/EF ) ∈ (0, π/2). None of our results depend on the shape of

the profile, but for definiteness we take a Gaussian,

f(q − q̄) = exp[−1
2(q − q̄)2/∆2

q ], (6.4)

of width ∆q.

For ∆q small compared to the Fermi wave vector kF = EF/~v we may

expand k(q) and α(q) to first order around q̄, substitute in Eq. (6.1), and

evaluate the Gaussian integral to obtain the spatial profile of the incident

beam. At the interface x = 0 the two components Ψin
± ∝ exp[−1

2∆2
q(y −

ȳin
±)2] of Ψin(0, y) are Gaussians of the same width ∆y = 1/∆q, centered

at two different mean y-coordinates

ȳin
± = ±1

2α
′(q̄) = ±1

2(kF cos ᾱ)−1. (6.5)

(The prime in α′ indicates the derivative with respect to q.) The separa-

tion

δ0 = |ȳin
+ − ȳin

− | = (kF cos ᾱ)−1 (6.6)

of the two centers is of the order of the Fermi wave length λF = 2π/kF ,

which is small compared to the width ∆y but of the same order of mag-

nitude as the GH shift — so it cannot be ignored.

Similar considerations are now applied to the reflected wave,

Ψout =

∫ ∞

−∞
dq f(q − q̄)eiqy−ik(q)xr(q)

(

−ieiα(q)/2

ie−iα(q)/2

)

, (6.7)

obtained from the incident wave (6.1) by the replacements k 7→ −k, α 7→
π− α and multiplication with the reflection amplitude r(q) = |r(q)|eiφ(q).

The two components Ψout
± of Ψout(0, y) at the interface are Gaussians

centered at

ȳout
± = −φ′(q̄) ∓ 1

2α
′(q̄) = −φ′(q̄) ∓ 1

2(kF cos ᾱ)−1. (6.8)

Comparison with Eq. (6.5) shows that the first component of the spinor

is displaced along the interface by an amount σ+ = yout
+ −yin

+ = −φ′(q̄)−δ0,

while the second component is displaced by σ− = yout
− −yin

− = −φ′(q̄)+δ0.
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The average displacement,

σ = 1
2(σ+ + σ−) = −φ′(q̄) = −Im

d

dq
ln r, (6.9)

is the GH shift. As illustrated in Fig. 6.1, after N reflections the two

components of the spinor are displaced by the same amount Nσ if N is

even and by a different amount Nσ ∓ δ0 if N is odd. For N ≫ 1 the

difference 2δ0 between the two displacements becomes small compared to

the average shift Nσ.

6.3 Goos-Hänchen Shift upon Reflection from a

p-n Interface

The formula (6.9) for the GH shift is generally valid for reflection from any

interface. To apply it to the step function p-n interface we calculate the

reflection amplitude by matching Ψin + Ψout at x = 0 to the evanescent

wave

Ψev =

∫ ∞

−∞
dq C(q)eiqy−κ(q)x

(

i(U0 − EF )

κ(q) + q

)

, (6.10)

κ =
√

q2 − (~v)−2(EF − U0)2. (6.11)

This is a solution of the Dirac equation (6.2) (with U = U0 and E = EF )

that decays into the p-doped region x > 0 for ~v|q| > |EF − U0|.
Continuity of the wave function at x = 0 allows us to eliminate the

unknown function C(q) and to obtain the reflection amplitude,

r =
ieiα(EF − U0) + κ+ q

EF − U0 + ieiα(κ+ q)
. (6.12)

The modulus |r| = 1 for angles of incidence

α > αc ≡ arcsin |U0/EF − 1| (6.13)
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Figure 6.2. Dependence on the angle of incidence α of the GH shift σ, cal-
culated from Eq. (6.14) for U0/EF = 1.5 (solid curve, p-n interface) and for
U0/EF = 0.5 (dashed curve, n-n interface). The critical angle for total reflec-
tion (below which σ = 0) equals αc = 30◦ in both cases. The sign-change angle
α∗ = 45◦ for U0/EF = 1.5.

such that there is total reflection2. Substitution into Eq. (6.9) then gives

the GH shift,

σ =
sin2 α+ 1 − U0/EF

κ sinα cosα

=
λF

π sin 2α

sin2 α− sign (U0 − EF ) sinαc
√

sin2 α− sin2 αc

. (6.14)

A negative GH shift (in the backward direction) appears at a p-n

interface (when EF < U0) for angles of incidence

αc < α < α∗ ≡ arcsin
√

sinαc. (6.15)

For α > α∗ the GH shift is positive (in the forward direction), regardless

of the relative magnitude of EF and U0. In Fig. 6.2 we have plotted the

α dependence of σ for two representative cases.

The product σ cosα ≡ σ⊥ is the shift in the direction perpendicular

2For |α| < αc one has κ = −i
p

(EF − U0)2 − q2 and |r| < 1, because part of the
incident wave is transmitted. One can readily check, by substitution into Eq. (6.9),
that σ = 0 for these subcritical angles. As expected, there is no Goos-Hänchen shift
without an evanescent wave.
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Figure 6.3. Energy E of waves propagating with wave vector q in the y-
direction, bounded in the channel −W < x < 0 by the potential profile in Fig.
6.1. The different curves (black solid lines) correspond to different modes. (Only
the six lowest channel modes are shown.) The curves are calculated from Eq.
(6.22) for U0W/~v = 10 (semiclassical regime). The velocity v‖ = dE/~dq in the
y-direction vanishes at the minima of the dispersion relation, given by Eq. (6.18)
(red dashed curve). At the (green) dotted lines ~v|q| = |E − U0| the channel
modes are joined to modes in the wide region, as indicated schematically by the
(black) dotted curves.

to the angle of incidence (while σ is measured along the interface). This

quantity becomes independent of α [in the interval (αc, π/2)] when the

charge density in the p-doped region goes to zero at fixed charge density

in the n-doped region,

σ⊥ → 1/kF if |EF − U0| ≪ EF sin2 α. (6.16)

In this limit it does not matter for the sign of the shift if EF is larger or

smaller than U0. Since the perpendicular displacement of the two spinor

components equals δ⊥0 = δ0 cosα = 1/kF , the limit (6.16) for σ⊥ implies
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that upon reflection one component has shift σ⊥ − δ⊥0 = 0 equal to zero

while the other component has shift σ⊥ + δ⊥0 = 2/kF .

As illustrated in Fig. 6.1, the GH shift accumulates upon multiple

reflections in the channel between two p-n interfaces. If the separation W

of the two interfaces is large compared to the wave length λF , the motion

between reflections may be treated semiclassically. The time between two

subsequent reflections is W/v cosα, so the effect of the GH shift on the

velocity v‖ along the junction is given by

v‖ = v sinα+ (σ/W )v cosα. (6.17)

Substitution of Eq. (6.14) shows that, for U0 > EF , the velocity v‖ vanishes

at an angle α∗∗ satisfying the equation

sin2 α∗∗ = (U0/EF − 1)(κW + 1)−1, (6.18)

which for kFW ≫ 1 has the solution

α∗∗ = αc +
(1 − sinαc)

2

(kFW )2 sin 2αc sin2 αc
+ O(kFW )−4. (6.19)

6.4 Effects on Dispersion and Conductance

The vanishing velocity shows up as a minimum in the dispersion relation,

obtained by solving the Dirac equation (6.2) with the potential profile

U(x) =

{

U0 for |x| > W/2,

0 for |x| < W/2.
(6.20)

Matching of propagating waves to decaying waves at x = −W and x = 0

produces the following relation between E and q:

[q2 + E(U0 − E)] sin kW + kκ cos kW = 0, (6.21)

k =
√

E2 − q2, κ =
√

q2 − (U0 − E)2. (6.22)

The dispersion relation E(q) is plotted for the first few modes in Fig.

6.3. The slope determines the velocity, v‖ = dE/~dq. The minima in
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Figure 6.4. Same as Fig. 6.3, but now showing the lowest channel modes
in the fully quantum mechanical regime U0W/~v = 3. The two minima at
q = ±0.83W−1 each contribute independently an amount of 4e2/h to the con-
ductance.

the dispersion relation where v‖ = 0 are clearly visible for E . U0. The

locations of the minima are precisely3 given by Eq. (6.18) (red dashed

curve). For E & U0 the GH effect increases the velocity, which is visible

in the dispersion relation as a local increase in the slope of the dispersion

relation. The solid curves in Fig. 6.3 give the dispersion relation of modes

that are confined to the narrow n-doped channel. At the dotted lines

~v|q| = |E−U0| these channel modes are joined to the modes in the wide

p-doped region (as indicated by the dotted curves in Fig. 6.3).

As the channel width is reduced so that U0W/~v becomes of order

unity, we enter the fully quantum mechanical regime. The minimum in

the dispersion relation becomes very pronounced for the lowest channel

3Although the equation (6.18) for zero velocity was derived semiclassically, it is in
fact quantum mechanically exact — as we have found by differentiating the dispersion
relation (6.21) with respect to q and searching for the value q∗∗ = E sin α∗∗ at which
the derivative vanishes.
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Figure 6.5. Plot of the lowest mode for three values of U0W/~v, showing how
the the two minima merge into a single minimum at q = 0 upon reducing W .

mode, as we show in Fig. 6.4. There are two minima at q ≈ 1/W and

q ≈ −1/W , each contributing to the conductance a quantum of e2/h

per spin and valley degree of freedom. The total contribution to the

conductance from the lowest channel mode is therefore 8e2/h. As shown

in Fig. 6.5, if W is reduced further, the two degenerate minima in the

dispersion relation merge into a single minimum at q = 0 (this happens

at U0W/~v = 1.57), and for smaller W the lowest channel mode again

contributes the usual amount of 4e2/h to the conductance.

6.5 Numerical Test

To test these analytical predictions, we have performed numerical sim-

ulations of electrical conduction in a tight-binding model of a graphene

sheet covered by a split-gate electrode. The geometry is similar to that

studied in Ref. [124] (but not in the p-n junction regime of interest here).

Using the recursive Green function technique on a honeycomb lattice of
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Figure 6.6. Conductance versus channel width, calculated numerically at zero
temperature (thin red curve) and at a finite temperature (thick black curve).
The dashed black curve gives the number of propagating modes, calculated from
the dispersion relation.

carbon atoms (lattice constant a) we obtain the transmission matrix t,

and from there the conductance G = (2e2/h)Tr tt†. Only the twofold spin

degeneracy is included by hand as a prefactor, all other degeneracies follow

from the simulation. The graphene strip is terminated in the x-direction

by zigzag boundaries (separated by a distance Wtotal = 220 a), while it

is infinitely long in the y-direction. A smooth potential profile defines a

long and narrow channel of length L = 1760 a and a width W which we

vary between 0 and 30 a. The potential rises from 0 in the wide reservoirs

(far from the narrow channel), to U0 = 0.577 ~v/a underneath the gate,

and has an intermediate value of Uchannel = 0.277 ~v/a inside the channel

(where the gate is split). The Fermi energy is kept at EF = 0.547 ~v/a,

so that it lies in the valence band underneath the gate, while it lies in the

conduction band inside reservoirs and channel.

Results of the simulations are shown in Fig. 6.6. From the dispersion

relation we read off the total number of propagating modes (dashed curve).

The zigzag edges of the graphene strip support one spin-degenerate edge

mode, so the conductance levels off at 2e2/h as the channel is pinched

off. Upon widening the channel, the new channel modes have the 8-fold
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degeneracy predicted by our analytical theory. The valley degeneracy is

not exact (notice the small intermediate step at W = 20 a), as expected

for a finite lattice constant. The zero-temperature conductance (thin red

curve) shows pronounced Fabry-Perot type oscillations, due to multiple

reflections at the entrance and exit of the channel, with an envelope that

follows closely the number of propagating modes.

At finite temperature (black curve) the oscillations are averaged out,

but the excess conductance characteristic of the Goos-Hänchen effect re-

mains clearly observable at the temperature T = 0.02(U0 − EF )/kB used

in the simulation. Scaling up to realistic parameter values, we can set

the channel width W = 100 nm at the first conductance step, hence

U0 −EF = 0.03 ~v/W ≃ 10 K, so this would correspond to a temperature

of 0.2 K. The Fermi wave length λF in the channel is of order 100 nm for

these parameter values (of the same order as W at the first step), well

above the typical width d ≃ 40 nm of a p-n interface [125]. Note that d

is two orders of magnitude larger than a = 0.25 nm, so the potential is

indeed smooth on the scale of the lattice constant (as assumed both in the

analytical and numerical calculations). For ballistic transport through the

constriction the mean free path should be well above the 100 nm scale.

6.6 Conclusion

In conclusion, we have identified and analyzed a novel pseudospin-

dependent scattering effect in graphene, that manifests itself as an 8e2/h

conductance step in a bipolar junction. This quantum Goos-Hänchen

effect mimics the effects of a pseudospin degeneracy, by producing a pro-

nounced double minimum in the dispersion relation of an n-doped channel

with p-doped boundaries. Such a channel can be created electrostatically,

and might therefore be a versatile building block in an electronic circuit.
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Samenvatting

Een fotonisch kristal is een bijzonder kunstmatig materiaal, gëınspireerd

op natuurlijke kristallen, dat uit periodieke optische elementen bestaat.

Bijvoorbeeld, in een blok worden gaatjes geboord of worden paaltjes ge-

plaatst op een regelmatige manier. Een fotonisch kristal heeft als bij-

zondere eigenschap dat het licht er niet door heen kan in een bepaald

frequentie-interval. Dit frequentie-interval heet de “kloof” van het fotoni-

sche kristal. Er zijn allerlei soorten fotonische kristallen, maar de driehoe-

kige variant is de meest bekende, omdat in het bijzonder dit kristal een

tamelijk grote kloof heeft. (Onder driehoekige variant verstaan we een

driehoekig rooster van gaatjes of paaltjes.)

De grafiek van frequentie uitgezet tegen golfvector laat, behalve de

kloof, nog een eigenaardigheid zien, die tot voor kort onopgemerkt was

gebleven: er is een raakpunt waar slechts één enkele golfvector is toe-

gestaan. In de vrije ruimte bevindt zo’n raakpunt zich uitsluitend bij

frequentie nul. In het fotonische kristal is een tweede raakpunt ontstaan,

bij frequentie ongelijk aan nul. Ondanks het feit dat de frequentie van

het laatstgenoemde raakpunt ongelijk aan nul is, heeft het raakpunt toch

iets gemeen met frequentie nul, namelijk, de golflengte is oneindig op dit

punt.

In grafeen (een enkele laag van een koolstofkristal) bestaat ook zo’n

raakpunt. Daar noemt men het een “Diracpunt”, omdat de golfvergelij-

king er de vorm aanneemt van de Diracvergelijking uit de relativistische

quantumfysica. Wij hebben ons laten inspireren door de recente ont-

dekking van grafeen en wij zijn op zoek gegaan naar het effect van een

Diracpunt op de eigenschappen van fotonen.

Wij hebben ontdekt dat de doorlaatbaarheid van het fotonische kris-
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Figuur 6.7. Driehoekig fotonisch kristal en de bijbehorende grafiek van fre-
quentie als functie van golfvector. Frequenties in de kloof kunnen niet door het
kristal heen. Boven de kloof bevindt zich een raakpunt waar slechts een enkele
golfvector is toegestaan. Dit zogenaamde Diracpunt zorgt ervoor dat de fotonen
bijzondere eigenschappen krijgen, waaronder een halftallige spin.

tal, bij frequenties in de buurt van het Diracpunt, op een bijzondere wijze

van de dikte van het kristal afhangt. Het product van doorlaatbaarheid en

kristaldikte is constant, onafhankelijk van materiaaleigenschappen. Het-

zelfde effect is bekend voor de doorlaatbaarheid van het grafeen voor elek-

tronen, en er zijn meer parallellen tussen beide systemen. Wij hebben ook

laten zien dat de analogie tussen beide systemen in de omgekeerde rich-

ting werkt: een effect, dat in fotonische kristallen en andere kunstmatige

optische materialen een belangrijke rol speelt, namelijk het Goos-Hänchen

effect bij totale interne reflectie, kan in grafeen ook van groot belang zijn.

Het meest verrassende effect van het Diracpunt in een fotonisch kristal

is dat het foton zich gedraagt alsof het een halftallige spin heeft, net als

een elektron. Wij hebben berekend dat de halftallige spin kan worden

waargenomen door de verschuiving van interferentiepatronen, zodat con-

structieve interferentie destructief wordt – en vice versa. Het Diracpunt
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voegt zo een nieuwe reeks van mogelijkheden toe aan de manipulatie van

licht in fotonische kristallen.
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